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ABSTRACT

This chapter provides an overview of business process management and business process modeling. We approach business process management by giving a historical classification of seminal work, and define it by the help of the business process management life cycle. Business process models play an important role in this life cycle, in particular, if information systems are used for executing processes. We deduct a definition for business process modeling based on a discussion of modeling from a general information systems point of view. In the following, we detail business process modeling techniques, in particular, modeling languages and modeling procedures for business process modeling. Finally, we discuss some future trends with a focus on the business process execution language for Web services (BPEL), and conclude the chapter with a summary. The chapter aims to cover business process modeling in a comprehensive way such that academics and practitioners can use it as a reference for identifying more specialized works.

INTRODUCTION

This section provides an overview of business process management. The first part elaborates on the background of business process management by giving a historical classification of seminal work. The second part defines business process management and illustrates it by the help of the business process management life cycle. Business process models play an important role in this life cycle.
ers of modern organization theory recommended a subdivision of labor in order to increase productivity. Adam Smith (1776) illustrated its potential benefits by analyzing pin production. As a drawback, subdivision of labor requires coordination between the subtasks. Business process management is concerned with coordination mechanisms, in order to leverage the efficient creation of goods and services in a production system based on such subdivision of labor. In this context, the individual tasks and the coordination between them can be subject to optimization efforts. Frederick Taylor advocated the creation of an optimal work environment based on scientific methods to leverage the most efficient way of performing individual work steps. In the optimization of each step, he proposed to “select the quickest way,” to “eliminate all false movements, slow movements, and useless movements,” and to “collect into one series the quickest and best movements” (Taylor, 1911). The efficient coordination of business processes is addressed by the innovation of the assembly line system. Its inventor Ford (1926), proudly praised the production cycle of only 81 hours in his company “from the mine to the finished machine” to illustrate the efficiency of the concept.

In academia, Nordsieck was one of the first to distinguish structural and process organization (Nordsieck, 1932, 1934). He described several types of workflow diagrams, for example, for subdivision and distribution of labor, sequencing of activities, or task assignment (Nordsieck, 1932). In this context, he identifies the order of work steps and the temporal relationship of tasks as the subject of process analysis with the overall goal of integrating these steps. He distinguishes between five levels of automation: free course of work, concerning the contents bound course of work, concerning the order bound course of work, temporally bound course of work, and concerning the beat bound course of work (Nordsieck, 1934).

In the decades after World War II, operations research devoted more attention to structural organization than to process organization. In the early 1970s, it became apparent that information systems would become a new design dimension in an organizational setting (see Grochla & Szyperski, 1975). But the focus, even in this context, remained on the structure. At that time, the logic of business processes used to be hard-coded in applications such as production floor automation systems and was, therefore, difficult to change (Hsu & Kleissner, 1996; zur Muehlen, 2004). Office automation technology during the late 1970s was the starting point for a more explicit control over the flow of information and the coordination of tasks. The basic idea was to build electronic forms for clerical work that was originally handled via paper. In his doctoral thesis, Zisman (1978, 1977) used Petri nets (Petri, 1962a, 1962b) to specify the clerical work steps of an office agent and introduced a respective prototype system called SCOOP. A comparable approach was presented by Ellis (1979), who modelled office procedures as information control nets, a special kind of Petri nets consisting of activities, precedence constraints, and information repositories. An overview of further work on office automation is provided in Ellis and Nutt (1980).

Although the business importance of processes received some attention in the 1980s (see Porter, 1985) and new innovations were introduced in information system support of processes, for instance (e.g., system support for communication processes (Winograd, 1987-1988) based on speech act theory (Austin, 1962; Searle, 1969)), it was only in the early 1990s that workflow management prevailed as a new technology to support business processes. An increasing number of commercial vendors of workflow management systems benefited from new business administration concepts and ideas such as process innovation (Davenport, 1993) and business process reengineering (Hammer & Champy, 1993). On the other hand, these business programs heavily relied on information system technology, in particular workflow systems, in order to establish new and more efficient ways of doing business. In the 1990s, the application of workflow systems, in particular, those supporting information systems integration
processes, profited from open communication standards and distributed systems technology that both contributed to interoperability with other systems (see Georgakopoulos, Hornick, & Sheth, 1995). The workflow management coalition (WFMC) founded in 1993 is of special importance for this improvement (Hollingsworth, 2004). The historical overview of office automation and workflow systems given in zur Muehlen (2004) nicely illustrates this breakthrough. This period also saw a growing body of scientific publications on workflow technology and process specification (see van der Aalst, 1998; Casati, Ceri, Pernici, & Pozzi, 1995; Ellis & Nutt, 1993; Georgakopoulos et al., 1995; Jablonski & Bussler, 1996; Leymann & Roller, 2000; Oberweis, 1996; Oberweis & Sander, 1996; Reichert & Dadam, 1998; Scholz-Reiter & Stickel, 1996). Up to the late 1990s, intra-enterprise processes remained the major focus of business process management (see Dayal, Hsu, & Ladin, 2001).

Since the advent of the extended markup language (XML) and Web services technology, application scenarios for business process integration have become much easier to implement in an inter-enterprise setting. Current standardization efforts mainly address interoperability issues related to such scenarios (see Mendling, Nüttgens, & Neumann, 2004; Mendling, zur Muehlen, & Price, 2005; Mendling, Neumann, & Nüttgens, 2005). The common interest of the industry to facilitate the integration of inter-organizational processes leverages the specification of standards for Web service composition, like the business process execution language for Web services (Alves et al., 2007, Andrews et al., 2003, Curbera et al., 2002), for Web service choreography, like the Web service choreography description language (WS-CDL) (Kavantzas et al., 2005), or for inter-organizational processes based on ebXML and related standards (see Hofreiter, Huemer, & Kim, 2006). The integration of composition and choreography languages is currently one of the main research topics in this area (see Mendling & Hafner, 2005; Weber, Haller, & Mülle, 2006).

Today, business process management is an important research area that combines insights from business administration, organization theory, computer science, and computer supported cooperative work. Furthermore, it is a considerable market for software vendors, IT service providers, and business consultants.

**Definition of Business Process Management**

Since the beginnings of organization theory, several definitions for business processes have been proposed. Nordsieck, in the early 1930s, describes a business process as a sequence of activities producing an output. In this context, an activity is the smallest separable unit of work performed by a work subject (Nordsieck, 1934). In this tradition, Becker and Kugeler (2003) propose the following definition:

*A process is a completely closed, timely and logical sequence of activities which are required to work on a process-oriented business object. Such a process-oriented object can be, for example, an invoice, a purchase order or a specimen. A business process is a special process that is directed by the business objectives of a company and by the business environment. Essential features of a business process are interfaces to the business partners of the company (e.g., customers, suppliers).*

As Davenport (1993) puts it, “a process is thus a specific ordering of work activities across time and place, with a beginning, an end, and clearly identified inputs and outputs: a structure for action.” Van der Aalst and van Hee (2002) add that the order of the activities is determined by a set of conditions. In this context, it is important to distinguish between the business process and several individual cases. Consider a business process such as car production. This process produces cars as an output. The production of one individual car that is sold to customer John Smith is a case. Accordingly, each case can
be distinguished from other cases, and a business process can be regarded as a class of similar cases (van der Aalst & van Hee, 2002).

Related to business processes and information systems support, several categorization schemes were proposed. As an extension of Porter's value chain model (see Porter, 1985), van der Aalst and van Hee (2002) distinguish between production, support, and managerial processes. Production processes create products and services of a company that are sold to customers. These processes are of paramount importance since they generate income for the company. Support processes establish an environment in which the production processes go smoothly. Therefore, they do not only include maintenance activities, but also marketing and finance. Managerial processes direct and coordinate production and support processes. They are basically concerned with defining goals, preconditions, and constraints for the other processes. Leymann and Roller (2000) provide a classification scheme for processes based on their business value and their degree of repetition. They use the term production processes to refer to those processes that have both a high business value and a high degree of repetition. Administrative processes are also highly repetitive, but of little business value. Furthermore, collaborative processes are highly valuable, but hardly repeatable. Finally, ad hoc processes are neither repetitive nor valuable. Leymann and Roller conclude that information systems support should focus on production processes. In particular, workflow management systems are discussed as a suitable tool. Further classifications can be found, for example, in Dumas, ter Hofstede, and van der Aalst (2005).

Business process management can be defined as the set of all management activities related to business processes. In essence, the management activities related to business processes can be ide-ally arranged in a life cycle. Business process management life cycle models have been described for instance in van der Aalst and van Hee (2002), Dumas et al. (2005), and zur Muehlen (2004). In the remainder of this section, we mainly follow the life cycle proposed by zur Muehlen (2004), firstly, because it does not only include activities but also artefacts, and secondly, because it consolidates several earlier life cycle models for business process management. The life cycle shares the activities analysis, design, and implementation with the general process of information systems development identified by Wand and Weber (1990). Altogether, the life cycle comprises the management activities of analysis, design, implementation, enactment, monitoring, and evaluation. The solid arcs represent the typical order of these activities; while the dotted arcs depict atypical feedback loops (see Figure 1).

- **Analysis:** The business process management life cycle is entered with an analysis activity (see Figure 1). This analysis covers both the environment of the process and the organization structure. The output of this step is a set of requirements for the business process, such as performance goals.
- **Design:** These requirements drive the subsequent design activity. In particular, the design includes the identification of process activities, the definition of their order, the assignment of resources to activities, and the definition of the organization structure. These different aspects of process design are typically formalized as a business process model. This model can be tested in a simulation if it meets the design requirements.2
- **Implementation:** The process model is then taken as input for the implementation. In this phase, the infrastructure for the business process is set up. This includes (among others) training of staff, provision of a dedicated work infrastructure, or the technical implementation and configuration of software. If the process execution is to be supported by dedicated information systems, the process model is used as a blueprint for the implementation.
- **Enactment:** As soon as the implementation is completed, the actual enactment of the
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Figure 1. Business process management life cycle

process can begin. In this phase, the dedicated infrastructure is used to handle individual cases covered by the business process. The enactment produces information such as consumption of time, resources, materials, and so forth, for each of the handled cases. This data can be used as input for two subsequent activities: monitoring and evaluation.

- **Monitoring**: A continuous activity that is performed with respect to each individual case. Depending on process metrics, as, for instance, maximum waiting time for a certain process activity, monitoring triggers respective counteractions if such a metric indicates a problematic situation.

- **Evaluation**: On the other hand, considers case data on an aggregated level. The performance results are compared with the original requirements and sources of further improvement are discussed. In this way, evaluation leads to new requirements that are taken as input in the next turn of the business process management life cycle.

The business process management life cycle reveals that business process models play an important role in the design, implementation, and enactment phase, especially when information systems support the process enactment. Thus, they are valuable resources for continuous process improvement, quality management, knowledge management, ERP system selection, and software implementation (Rosemann, 2003). Current market research supports this relevance, since about 90% of the participating companies in a survey conducted or considered business process modeling (Palmer, 2007). In practice, software tools play a decisive role in performing the various management activities in an efficient and effective manner. There are several commercial and academic tools which support different life cycle activities (van der Aalst & van Hee, 2002). In order to link these tools, the workflow management coalition has proposed five interfaces in a reference model (Hollingsworth, 1994). In particular, the availability of tools is important to the modeling of business processes in a correct and consistent way.

**BACKGROUND ON BUSINESS PROCESS MODELING**

Before defining business process modeling, the term “modeling” has to be discussed in a more general setting. Nordsieck (1932) has emphasized that “the utilization of symbols enables the model...
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not only to replace or to complement natural language for the representation of complex matters, but to reveal the notion of the subject matter often in a more comprehensive way as with any other form of representation.” The most protuberant features of a model are brevity, clarity, precision, and its graphic quality (Nordsieck, 1932). In the first part, we discuss the foundations of modeling. The second part introduces concepts related to business process modeling techniques.

Foundations of Modeling

Stachowiak (1973) defines a model as the result of a simplifying mapping from reality that serves a specific purpose. According to this perception, there are three important qualities a model should possess. Firstly, there is a mapping that establishes a representation of natural or artificial originals that can be models itself. Secondly, only those attributes of the original that are considered relevant are mapped to the model; the rest is skipped. Therefore, the model provides an abstraction in terms of a homomorphism in a mathematical sense (Kühne, 2006). Thirdly, the model is used by the modeller in place of the original at a certain point in time and for a certain purpose. This means that a model always involves pragmatics.

A weakness of Stachowiak’s concept of a model is that it implies an epistemological position of positivism. This is, for instance, criticized in Schütte and Rotthowe, where the authors propose an alternative position based on insights from critical realism and constructivism. This position regards a model as a “result of a construct done by a modeller” (Schütte & Rotthowe, 1998). As such, it is heavily influenced by the subjective perception of the modeller. This fact makes modeling a non-deterministic task (Mendling & Recker, 2007), which requires standards in order to achieve a certain level of inter-subjectivity. The guidelines of modeling (GoM) (Becker, Rosemann, & Schütte, 1995; Becker, Rosemann, & von Uthmann, 2000; Schütte & Rotthowe, 1998) define principles that serve this standardization purpose. They are applicable for either epistemological positions or positivism and constructivism, because both the choice for a certain homomorphism (positivist position) and the perception of the modeller (constructivist position) introduce subjective elements.

Therefore, the guidelines of modeling (Becker et al., 1995; Schütte & Rotthowe, 1998) include six particular principles for achieving inter-subjectivity of models. The first three define necessary preconditions for the quality of models, that is, correctness, relevance, and economic efficiency, and the other three are optional, that is, clarity, comparability, and systematic design.

- **Correctness:** Firstly, a model has to be syntactically correct. This requirement demands the usage of allowed modeling primitives and combining them according to predefined rules. Secondly, a model must be semantically correct. Therefore, it has to be formally correct and consistent with the (perception of the) real world.
- **Relevance:** This criterion demands that only interesting parts of the universe of discourse are reflected in the model. It is, therefore, related to the notion of completeness as proposed in Batini, Lenzerini, and Navathe (1986).
- **Economic efficiency:** This guideline introduces a trade-off between benefits and costs of putting the other criteria into practice. For example, semantic correctness might be neglected to a certain extent, in case achieving it is too expensive.
- **Clarity:** This is a highly subjective guideline demanding that the model must be understood by the model user. It is primarily related to layout conventions or the complexity of the model.
- **Comparability:** Demands consistent utilization of a set of guidelines in a modeling project. Among others, it refers to naming conventions.
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- **Systematic design:** This guideline demands a clear separation between models in different views (e.g., statical aspects and behavioral aspects) and defined mechanisms to integrate them.

An alternative, but more abstract framework for assessing the quality of modeling is the SEQUAL framework (Krogstie, Sindre, & Jørgensen, 2006; Lindland, Sindre, & Sølvberg, 1994). It builds on semiotic theory and defines several quality aspects based on relationships between a model, a body of knowledge, a domain, a modeling language, and the activities of learning, taking action, and modeling. In essence, syntactic quality relates to model and modeling language, semantic quality to model, domain, and knowledge, and pragmatic quality relates to model and modeling and its ability to enable learning and action. Although the framework does not provide an operational definition of how to determine the various degrees of quality, it has been found useful for business process modeling in experiments (Moody, Sindre, Brasethvik, & Sølvberg, 2002).

Beyond these quality considerations, there are several approaches that discuss different layers of modeling, and the relationship of the meta-layer towards philosophical theories. The following paragraph sketches ontology and meta-modeling as two alternative foundations. These two approaches are chosen as examples for their wide-spread application in information systems research.

**Ontology** is the study of being. It seeks to describe what is in the world in terms of entities, categories, and relationships. It is a prominent sub-discipline of philosophy. Wand and Weber were among the first to adopt ontology for a foundation of information systems modeling (see Wand & Weber, 1990, 1995). They make two basic assumptions. Firstly, as information systems reflect what is in the real world they should also be modelled with a language that is capable of representing real-world entities. Secondly, the ontology proposed by Bunge (1977) is a useful basis for describing the real world.

The so-called Bunge-Wand-Weber (BWW) ontology proposed by Wand and Weber includes a set of things that can be observed in the world. They should be identified in the process of modeling a specific domain and fulfill certain consistency criteria (Wand & Weber, 1995). For examples of other ontological models, refer to Guizzardi, Herre, and Wagner (2002) and Wand and Weber (2002). Recently, ontology languages, such as OWL (McGuinness & Harmelen, 2004), have become popular for defining domain ontologies to be used as a component of the semantic Web (Berners-Lee, Hendler, & Lassila, 2001).

**Metamodeling** frees modeling from philosophical assumptions by extending the subject of the modeling process to the general (i.e., meta) level. The philosophical theory of this level, such as, for instance, an ontology, is replaced by a metamodel. The difference to an ontological foundation is that a metamodel does not claim any epistemological validity. Essentially, the metamodel identifies the abstract entities that can be used in the process of designing models, that is, in other words, the metamodel represents the modeling language (see Atkinson & Kühne, 2001b; Karagiannis & Kühn, 2002; Kühne, 2006). The flexibility gained from this meta-principle comes at the cost of relativism: as a metamodel is meta relative to a model, it is a model itself. Therefore, a metamodel can also be defined for the metamodel and it is called metametamodel. This regression can be continued to infinity without ever reaching an epistemological ground. Most modeling frameworks define three or four modeling levels, see UML’s meta object facility (OMG, 2002), CASE data interchange format (CDIF) (Flatscher, 1998), or graph exchange language (GXL) (Winter, Kullbach, & Riediger, 2001). The definition of a modeling language based on a metamodel is more often used than the explicit reference to a philosophical position. Examples of metamodeling can be found in Atkinson and Kühne, Atkinson and Kühne, Atkinson and Kühne, Österle and Gutzwiller, Scheer, and Scheer. Several tools like MetaEdit (Kelly Lyytinen, & Rossi, 1996;
Smolander, Lyytinen, Tahvanainen, & Marttiin, 1991), Protegé (Noy, Fergerson, & Musen, 2000), or ADONIS (Junginger, Kühn, Strobl, & Karagiannis, 2000) support metamodeling in such a way that modeling languages can be easily defined by the user.

The meta-hierarchy provides a means to distinguish different kinds of models. Still, a model can never be a metamodel by itself, but only relative to a model for which it defines the modeling language. Models can also be distinguished depending on the mapping mechanism (Strahringer, 1996): Non-linguistic models capture some real-world aspects as material artefacts or as pictures. Linguistic models can be representational, verbal, logistic, or mathematical. Models also serve diverse purposes. Focusing on business administration, Kosiol (1961) distinguishes descriptive models, explanatory models, and decision models. In this context, descriptive models capture objects of a certain area of discourse and represent them in a structured way. Beyond that, explanatory models define dependency relationships between nomological hypotheses. These serve as general laws to explain real-world phenomena, with a claim for empirical validity. Finally, decision models support the deduction of actions. This involves the availability of a description model to formalize the setting of the decision, a set of goals that constraint the design situation, and a set of decision parameters.

**Business Process Modeling Techniques**

The explicit definition of a modeling technique is a useful means to address several of the quality requirements that we discussed in the previous section. A modeling technique consists of two interrelated parts: a modeling language and a modeling method (Wand & Weber, 2002, 1990, 1995). Semantics bind the constructs defined in the syntax to a meaning. This can be done in a mathematical way, for example, by using formal ontologies or operational semantics. The notation defines a set of graphical symbols that are utilized for the visualization of models (Karagiannis & Kühn, 2002). The modeling method defines procedures by which a modeling language can be used (Wand & Weber, 2002). The result of applying the modeling method is a model that complies with a specific modeling language. Consider, for example, entity-relationship diagrams (ERDs) as defined by Chen (1976). Since they define a modeling language and a respective modeling method, ERDs are a modeling technique. Entities and relationships are syntax elements of its language. They are used to capture certain semantics of a universe of discourse. The notation represents entities as rectangles and relationships as arcs connecting such rectangles carrying a diamond in the middle. Respective procedures, like looking for nouns and verbs in documents, define the modeling method. In practice, modeling tools are of crucial importance for the application of a modeling technique. Among others, they support the specification of models, the redundancy controlled administration of models, multi-user collaboration, and model reuse via interfaces to other tools (Rosemann, 2003). A recent comparison of business process modeling tools is reported by Ami and Sommer (2007).

Against this background, the terms business process model, business process modeling language, and business process modeling can be defined as follows:

- A business process model is the result of mapping a business process. This business process can be either a real-world business process as perceived by a modeller, or a business process conceptualized by a modeller.
- Business process modeling is the human activity of creating a business process model. Business process modeling involves an abstraction from the real-world business process,
because it serves a certain modeling purpose. Therefore, only those aspects relevant to the modeling purpose are included in the process model.

- Business process modeling languages guide the procedure of business process modeling by offering a predefined set of elements and relationships for the modeling of business processes. A business process modeling language can be specified using a metamodel. In conjunction with a respective method, it establishes a business process modeling technique.

This definition requires some comments. In contrast to Stachowiak (1973), it does not claim that the business process model is an abstraction and serves a purpose. These attributions involve some problems about whether a model always has to be abstract or to serve a purpose. Instead, the procedure of business process modeling is characterized in such a way that it is guided by abstraction and a purpose in mind. This is important as a model is not just a “representation of a real-world system” as Wand and Weber (1990) put it, but a design artefact, in the sense of Hevner, March, Park, and Ram (2004), that itself becomes part of the real world as soon as it is created. Beyond that, business process models can be characterized as linguistic models that are mainly representational and mathematical. The representational aspect points to the visual notation of a business process modeling language, while the mathematical notion refers to the formal syntax and semantics. In practice, business process models are often used for documentation purposes (Davies, Green, Rosemann, Indulska, & Gallo, 2006). Therefore, they can be regarded as descriptive models for organization and information systems engineers. Still, they also serve as explanatory and decision models for the people who are involved in the actual processing of cases. In the following section, we will utilize the concepts related to modeling techniques as illustrated in Figure 2, for the introduction of different popular business process modeling languages.

**BUSINESS PROCESS MODELING LANGUAGES AND METHODS**

In this section, we focus on the control flow perspective of business process models and introduce several popular business process modeling languages. In particular, we introduce Petri nets, EPCs, YAWL, UML activity diagrams, and BPMN, and compare these languages based on the semantics of their routing elements and based on the workflow patterns defined by van der Aalst, ter Hofstede, Kiepuszewski, and Barros. Furthermore, we discuss how the process of modeling can be described as a method, and which measures of quality assurance should be considered.
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Modeling Languages

Petri Nets

Petri nets introduced by Petri (1962a, 1962b) are a formal language that can be used for the specification of business processes. The syntax of Petri nets is defined as a special kind of a graph with two different node types. So-called transitions typically represent activities of a business process. Furthermore, they can be used to capture routing conditions of a process. So-called places define the pre-conditions and post-conditions of these transitions. Accordingly, places and transitions have to alternate in the Petri net graph, and directed arcs are used to connect them. The notation of Petri nets symbolizes transitions as rectangles and places as circles. The behavioral semantics of Petri nets relate to the concept of a marking (or state). A marking assigns none, one, or multiple so-called tokens (represented by a dot) to each place of a Petri net. A Petri net together with a marking is called a system. The behavior of a system is defined by the firing rule: a marking of a system enables a transition if and only if all its predecessor places have at least one token assigned. In this case, a new marking is reached from the current marking by firing the enabled transition such that the new marking equals the current marking minus one token in each predecessor place of the enabled transition and plus one token in each successor place of the enabled transition.

Figure 3 shows a Petri net model for a loan request process inspired by Nüttgens and Rump (2002). The net belongs to the class of workflow nets, these are Petri nets with one start and one end place. As a first transition in the net, record loan request has to be executed. After conduct risk assessment, there is a decision to either continue with negative risk assessment or with positive risk assessment: firing the transition conduct risk assessment produces a token in the subsequent place which can be consumed by one of the following transitions. In case of a negative risk assessment, there is the option to repeat the risk assessment if check client assessment yields a positive result. If that is not the case, the reject loan request transition is executed. In case of a positive risk assessment, there is another choice depending on whether the client is a new client or not. The dot in the subsequent place indicates that the state of the system now permits to make this choice. If the client is new, the right column of transitions is executed in addition to setting up the loan contract. This behavior is provided by the requester is new client transition producing a token on both its output places which introduces parallelism. The transition without a label synchronizes the two transitions sign loan contract and offer further products which are meant to be executed for any client. This transition produces a token in the end place signaling the completion of the process.

Petri nets are often used not only for the modeling of business processes and workflows, but also for the verification of desirable behavior. The so-called soundness property (van der Aalst, 1997) defined for workflow nets is of pivotal importance in this context. It demands that a process should have (1) the option to complete, (2) that proper completion is guaranteed, and (3) that there are no dead tasks that will never be executed. Based on a Petri net and an initial marking, one can check soundness by calculating the so-called reachability graph. The reachability graph represents all states that can be reached in a Petri net as nodes and all permitted state changes as directed arcs between these nodes. If the net is large and there is a high degree of parallelism, such a verification approach might suffer from the state explosion problem (Valmari, 1998). This problem can be partially solved by applying reduction rules (see Berthelot, 1987, 1986; Esparza, 1994). Deadlocks are a prominent type of error that results in a net to be unsound. In the example process of Figure 3, there is a deadlock if the client is not a new client. In this case the requester is not a new client transition consumes the token of the current marking and forwards it to its successor place. Eventually, the loan contract is set up transition produces two tokens. The right
one which is an input to the offer further products transition can actually never be forwarded, since the transition will never receive another token at its second input place. Therefore, this marking is called a deadlock, since no state change is possible even though the final state has not yet been reached. In practice, such verification analysis has to be performed by tools. An example of an open source tool for the verification of soundness is Woflan (Verbeek et al., 2001). For an extensive introduction to Petri nets, the reader is referred to Desel and Esparza (1995), Murata (1989), and Reisig and Rozenberg (1998).

EPCs

The event-driven process chain (EPC) is a business process modeling language for the representation
of temporal and logical dependencies of activities in a business process (Keller, Nüttgens, & Scheer, 1992). It is utilized in the architecture of integrated information systems (ARIS) by Scheer (1998, 2000) as the central method for the conceptual integration of the functional, organizational, data, and output perspective in information systems design. The EPC syntax offers function type elements to capture activities of a process and event type elements describing pre-conditions and post-conditions of functions. Furthermore, there are three kinds of connector types including AND (symbol $\land$), OR (symbol $\lor$), and XOR (symbol $\times$) for the definition of complex routing rules. Connectors have either multiple incoming and one outgoing arc (join connectors) or one incoming and multiple outgoing arcs (split connectors). As a syntax rule, functions and events have to alternate, either directly or indirectly when they are linked via one or more connectors. Furthermore, OR- and XOR-splits after events are not allowed, since events cannot make decisions. Control flow arcs are used to link these elements. The EPC notation represents functions as rounded rectangles, events as hexagons, and connectors as circles with the respective symbol in it.

The behavioral semantics of an EPC can be described as follows. The AND-split activates all subsequent branches in concurrency. The XOR-split represents a choice between one of several alternative branches. The OR-split triggers one, two or up to all of multiple branches based on conditions. In both cases of the XOR- and OR-split, the activation conditions are given in events subsequent to the connector. Accordingly, splits from an event to multiple functions are forbidden with XOR and OR as the activation conditions do not become clear in the model. The AND-join waits for all incoming branches to complete, and then it propagates control to the subsequent EPC element. The XOR-join merges alternative branches. The OR-join synchronizes all active incoming branches. This feature is called non-locality since the state of all transitive predecessor nodes has to be considered. There are several approaches towards the formalization of EPC semantics (see Kindler, 2006; Mendling & van der Aalst, 2007). The most recent formalization is defined by Mendling (2007).

Figure 4 shows an EPC model for the same loan request process as described in Nüttgens and Rump. The start event loan is requested and signals the start of the process and the pre-condition to execute the record loan request function. After the post-condition request is recorded, the process continues with the function conduct risk assessment after the XOR-join connector. The subsequent XOR-split connector indicates a decision. In case of a negative risk assessment, the function check client assessment is performed. The following second XOR-split marks another decision: in case of a negative client assessment the process ends with a rejection of the loan request; in case of a positive client assessment, the conduct risk assessment function is executed a second time under consideration of the positive client assessment. If the risk assessment is not negative, there is another decision point to distinguish new clients and existing clients. In case of an existing client, the set up loan contract function is conducted. After that, the AND-split indicates that two activities have to be executed: first, the sign loan contract function; and second, the offer further products function. If the client is new, the analyze requirements function has to be performed in addition to setting up the loan contract. The OR-join waits for both functions to be completed if necessary. Therefore, there is no deadlock here. If the analyze requirements function will not be executed in the process, it continues with offer further products immediately.

EPCs are often used for modeling business processes on a conceptual level. Originally, EPCs were introduced to offer an understandable representation of processes, and experiments confirmed that users indeed seem to understand them more easily compared to Petri nets (Sarshar & Loos, 2005). On the other hand, the introduction of the OR-join and the option to define multiple start and end events has been a considerable challenge for the verification of EPCs. Dehnert and Rittgen (2001) argue that busi-
ness processes are often conceptually modelled in such a way that only the desired behavior results in a proper completion. Since such models are not used for workflow execution, non-normative behavior is resolved by the people working in the process in a cooperative and ad-hoc fashion. Accordingly, they define a process to be relaxed sound if every transition in a Petri net representation of the EPC model is included in at least one proper execution sequence. This Petri net representation of the EPC can be derived if OR-joins are mapped to a Petri net block (see Dehnert, 2002). In this case, the Petri net state space is larger than the actual state space with synchronization. Furthermore, based on the relaxed soundness criterion, it is possible to check whether a join should synchronize (Dehnert & van der Aalst, 2004). The verification of relaxed soundness has, for instance, been implemented in the open source tool ProM (see van Dongen, van der Aalst, & Verbeek, 2005) and been used for the verification of the SAP reference model (van Dongen & Jansen-Vullers, 2005; Mendling et al., 2006b). Only recently, the property of EPC soundness has been defined by Mendling and van der Aalst (2006, 2007), based on the EPC semantics formalization in Mendling (2007).

**YAWL**

Triggered by their analysis of control flow modeling support by existing workflow systems, van der Aalst et al. (2003) identify a set of 20 so-called workflow patterns. These patterns cover different behavioral properties of a process that one might want to express by the help of a modeling language. The analysis of both Petri nets and EPCs revealed that these languages have problems to represent certain behavior. While EPCs are not able to express state-based patterns properly, Petri nets do not support advanced synchronization semantics such as defined by the OR-join. Furthermore, both languages do not provide a mechanism to express multiple instantiation and cancellation. YAWL (yet another workflow language) has been defined to directly support the specification of all patterns (van der Aalst & ter Hofstede, 2005). As a consequence, YAWL can be considered a superset of both Petri nets and EPCs in terms of modeling elements.

The YAWL syntax includes conditions that match Petri net places and tasks that match Petri net transitions. Similar to Petri nets, conditions and tasks have to alternate, but single conditions between two tasks can be omitted. YAWL tasks optionally include a split and a join condition of type AND, XOR, or OR with basically the same semantics as the respective EPC connectors. Beyond that, a multiple instance task might be executed several times in parallel until a condition is fulfilled. Such multiple instance tasks specify four parameters: the minimum and the maximum number of instances, a threshold for continuation, and whether new instances may be created dynamically or not. Furthermore, after a task is completed a specified set of other tasks in a cancellation area may be cancelled. Using this mechanism, it is easy to expression exceptional behavioral when a process must be terminated abnormally. The YAWL notation is illustrated on the right-hand top of Figure 5.

Figure 5 also shows the loan request process as a YAWL model. The process is modelled in a similar way as the Petri net model. Still, the OR-join before offer further products resolves the deadlock problem. The condition after the first task illustrates that conditions may be explicitly modelled, but YAWL also permits to leave them out. Furthermore, this task is defined as a multiple instance task. Its parameters indicate that it has to be executed at least zero times, but at maximum three times. Offering only three products to a customer prevents the customer to become tried of offers. There is no threshold, but it is possible to create new instances dynamically, that is, if the clerk identifies demand for a further product, she can easily start offering it.

Based on the YAWL workflow language, a whole open source workflow system has been built which is called YAWL system (van der Aalst et al., 2004). There is several verification features included in the YAWL modeller (see Wynn, Edmond, van der
Aalst, & ter Hofstede, 2005; Wynn, Verbeek, van der Aalst, ter Hofstede, & Edmond, 2006).

**UML Activity Diagrams**

Activity diagrams belong to the diagram family of the unified modeling language (UML) specified by the object management group (OMG, 2004). Since UML, and also activity diagrams, cover an extensive set of notation elements, we focus only on those ones which are used in the workflow pattern analysis reported by Wohed, van der Aalst, Dumas, ter Hofstede, and Russell (2005). The basic syntax elements of UML activity diagrams are actions and
control nodes. An action transforms a set of inputs into a set of outputs which implies a state change of the system. Woehed et al. (2005), in particular, focus on the action subtypes send signal action and accept event action in their discussion of control flow modeling with UML activity diagrams. The send signal action creates a signal which may be received by a matching accept event action. The initial node and the activity final representing the start and the completion of a process belong to the set of control nodes. Furthermore, a decision branches to one of alternative branches based on conditions. These alternative branches flow together at merge nodes. The folk can be used to introduce parallelism which can be synchronized with a join. The semantics of these routing elements are similar to that of the respective EPC and YAWL splits and joins. The notation of these different elements is displayed in Figure 6. There is an extensive tool support for modeling UML activity diagrams in practice. Furthermore, there is some research on adopting Petri net verification techniques for UML activity diagrams reported in Eshuis (2002) and Eshuis and Wieringa (2003).

**BPMN**

The business process modeling notation (BPMN) started as an working group within the business process management initiative (BPMI). Since the merge of BPMI and OMG, BPMN has also become an OMG standard (see OMG, 2006). Figure 7 shows the notation of the main BPMN syntax elements. BPMN covers tasks and events. But in contrast to EPCs, these elements do not have to alternate. The semantics of so-called gateways is similar to the respective joins and splits of EPCs and YAWL. For a complete introduction to BPMN, refer to the specification (OMG, 2006). In practice, there is a growing BPMN support by tool vendors. There are also some academic works on the verification of BPMN models (Puhlmann & Weske, 2006).

**Comparison Based on Routing Elements**

In this section, we consider the six different connectors of EPCs, that is, XOR-split and XOR-join, AND-split and AND-join, OR-split and OR-join, for the comparison of the different modeling languages. Table 1 takes these routing elements as a benchmark, and shows that the behavioral semantics of XOR-connectors and AND-connectors, as well as OR-split connectors, can be represented in all the considered languages. In workflow nets XOR-connectors and AND-connectors are captured by places and transitions with multiple input and output arcs, respectively. OR-split behavior can be specified as a complex sub-net that determines each possible combination of inputs. OR-join behavior cannot be modelled directly, but a relaxed soundness analysis is possible. In UML activity diagrams the XOR-split maps to a decision, the XOR-join to a merge, the AND-split to a fork, the AND-join to a join, and the OR-split to a fork with guards on its output arcs. OR-joins cannot be represented in UML activity diagrams directly. In BPMN, routing elements are called gateways. Basically, each EPC connector can be transformed to a respective gateway. In YAWL, there are also similar splits and joins matching the behavior of the EPC connectors.

**Comparison Based on Workflow Patterns**

The workflow patterns identified by van der Aalst et al. (2003) can be utilized to clarify semantics or to serve as a benchmark. Table 2 illustrates the result of several workflow pattern analyses of EPCs (Mendling et al., 2005b), Workflow nets (van der Aalst, 1997), UML activity diagrams (Woehed et al., 2005), BPMN (Woehed et al., 2006), and YAWL (van der Aalst & ter Hofstede, 2005). It can be seen that EPCs support the basic control flow patterns, multiple choice, and synchronizing merge. These patterns can be directly represented with the different EPC connectors. Furthermore, EPCs permit
Figure 5. YAWL model for the loan request process

Figure 6. UML notation of important control flow elements

### UML Activity Diagram Notation

- **Action**
- **Send Signal**
- **Accept Event**
- **Initial Node**
- **Activity Final**
- **Decision**
- **Merge**
- **Fork**
- **Join**
- **Control Flow**

**YAWL Notation**

- Task
- Condition (Start and End)
- XOR-Join and XOR-Split Task
- AND-Join and AND-Split Task
- OR-Join and OR-Split Task
- Multiple Instance Task
- Cancellation area
- Flow Relation
Foundations of Business Process Modeling

Figure 7. BPMN notation of important control flow elements

Table 1. EPC routing elements and equivalent elements in other business process modeling languages

<table>
<thead>
<tr>
<th>EPC</th>
<th>workflow nets</th>
<th>UML AD</th>
<th>BPMN</th>
<th>YAWL</th>
</tr>
</thead>
<tbody>
<tr>
<td>XOR-split</td>
<td>multi-out place</td>
<td>Decision</td>
<td>XOR-gateway</td>
<td>XOR-split task</td>
</tr>
<tr>
<td>XOR-join</td>
<td>multi-in place</td>
<td>Merge</td>
<td>XOR-gateway</td>
<td>XOR-join task</td>
</tr>
<tr>
<td>AND-split</td>
<td>multi-out transition</td>
<td>Fork</td>
<td>AND-gateway</td>
<td>AND-split task</td>
</tr>
<tr>
<td>AND-join</td>
<td>multi-in transition</td>
<td>Join</td>
<td>AND-gateway</td>
<td>AND-join task</td>
</tr>
<tr>
<td>OR-split</td>
<td>complex subnet</td>
<td>Fork</td>
<td>OR-gateway</td>
<td>OR-split task</td>
</tr>
<tr>
<td>OR-join</td>
<td>-</td>
<td>-</td>
<td>OR-gateway</td>
<td>OR-join task</td>
</tr>
</tbody>
</table>

arbitrary cycles and offer implicit termination. Multiple instances with a priori design time knowledge can be modelled by an AND-block, with as many instances as required of the same activity in parallel. The yEPC extension of EPCs provides support for all patterns (see Mendling et al., 2005c).

In contrast to EPCs, workflow nets support the state-based patterns, but perform weak when it comes to advanced branching and synchronization patterns. UML activity diagrams cover several patterns missing only the synchronizing merge, multiple instances without apriori runtime knowledge, and two state-based patterns. BPMN performs even better since it supports the synchronizing merge, but only in a structured block. As YAWL was defined to provide a straight-forward support
for the workflow patterns, it is no surprise that it has the best score. The implicit termination pattern is not supported in order to force the designer to make the completion condition explicit. The comparison reveals that BPMN and YAWL support most of the patterns. Yet, they offer much more syntax elements than EPCs and Petri nets, which might imply that users would need more time to learn them. In practice, the choice for or against a language should be taken with care, considering also the tool support for modeling and verification. For more details on the workflow patterns, refer to van der Aalst et al. (2003).

**Modeling Methods**

It is a fundamental insight of software engineering that design errors should be detected as early as possible (see Boehm, 1981; Moody, 2005; Wand & Weber, 2002). The later errors are detected, the more rework has to be done, and the more design effort has been at least partially useless. This also holds for the consecutive steps of analysis, design, and implementation in the business process management life cycle (see Philippi & Hill, 2007; Rosemann, 2006). In the design phase, process models are typically created with semi-formal business process modeling languages while formal executable models are needed for the implementation. This issue is often referred to as the gap between business process design and implementation phase (see zur Muehlen & Rosemann, 2004). Therefore, the guidelines of process modeling stress correctness as the most important quality attribute of business process models (Becker et al., 2000).

In order to provide a better understanding of potential modeling errors, we consider the information modeling process as identified by Frederiks and Weide (2006) as a modeling method. This process can also serve as a framework for discussing business process modeling in the analysis and design phase of the business process management life cycle. Furthermore, it covers several steps to provide quality assurance in the modeling phase, which is of paramount importance for the success of modeling projects (see Rosemann, 2006). Figure 8 gives a business process modeling process mainly inspired by Frederiks and Weide (2006) and consisting of eight steps. In accordance with van Hee, Sidorova, Somers, and Voorhoeve (2006), we propose to first verify the process model (step 6) before validating it (step 7-8).

The business process modeling process starts with collecting information objects relevant to the domain (step 1). Such information objects include documents, diagrams, pictures, and interview recordings. In step 2, these different inputs are verbalized to text that serves as a unifying format. This text is rearranged according to some general guideline of how to express facts (step 3) yielding an informal specification. The following step (step 4) takes this informal specification as a basis to discover modeling concepts from and to produce a normalized specification. This normal form specification is then mapped to constructs of the process modeling language (step 5) in order to create a business process model. These models have to be verified for internal correctness (step 6) before they can be paraphrased back to natural language (step 7) in order to validate them against the specification (step 8). In steps 6-8, the order of activities follows the proposal by van Hee et al. (2006). It is a good idea to first verify the internal correctness of a model before validating it against the specification, as this prevents incorrect models from being unnecessarily validated.

The business process modeling process points to two categories of potential errors based on the distinction between verification and validation. This distinction follows the terminology of different authors, including Boehm (1979), Hoppenbrouwers, Proper, and van der Weide (2005), Sommerville (2001), and Valmari (1998). Different terms for similar concepts are used by Soffer and Wand (2004).

- Verification addresses both the general properties of a model and the satisfaction
of a given formula by a model. Related to the first aspect, formal correctness criteria play an important role in process modeling. Several criteria have been proposed including soundness for Workflow nets (van der Aalst, 1997), relaxed soundness (Dehnert & Rittgen, 2001), or well-structuredness (see Dehnert & Zimmermann, 2005). The second aspect is the subject of model checking and involves issues like separation of duty constraints,
which can be verified, for example, by using linear temporal logic (see Pnueli, 1977).

- Beyond that, validation addresses the consistency of the model with the universe of discourse. As it is an external correctness criterion, it is more difficult and more ambiguous to decide. While verification typically relies on an algorithmic analysis of the process model, validation requires the consultation of the specification and discussion with business process stakeholders. SEQUAL can be used as a conceptual framework to validate different quality aspects of a model (Krogstie et al., 2006, Lindland et al., 1994).

**Figure 8. Business process modeling process in detail, adapted from Frederiks and Weide (2006)**

In practice, a well-structured modeling process is not always followed. Recent empirical research by Rittgen (2007) and Stirna, Persson, and Sandkuhl (2007) shows that social aspects and organizational constraints have a strong influence on how the modeling processes is actually conducted. Beyond that, verification and validation depends on respective support provided by tools for the language of choice. Several surveys stress the importance of quality assurance in process modeling. The verification of the EPC models of the SAP reference model has shown that there are several formal errors in the models (Dongen & Jansen-Vullers, 2005; Dongen et al., 2005, Mendling et al., 2006a; Zukunft & Rump, 1996). In Mendling et al. (2006a), the authors identify a lower bound for the number of errors of 34 (5.6%), using the relaxed soundness criterion. Based on EPC soundness, Mendling (2007) finds 126 models with errors (20.9%). In another survey, Gruhn and Laue (2007) analyze a collection of 285 EPCs mainly taken from master theses and scientific publications. From these 285 models, 30% had trivial errors and another 7% had non-trivial errors. Up to now, tool support for verification and validation of business process models is rather weak which might partially explain the high error rates. This makes it even more important to follow a structured modeling process to detect and correct errors as early as possible.

**FUTURE TRENDS**

The standardization and the seamless transformation from conceptual business process models to executable workflow models is a current trend in research and industry. BPMN was created with the ambition to provide a direct mapping to executable BPEL web service processes. BPEL, that is, business process execution language for Web service, is at the time of writing in the final phase of standardization of its second version. This section presents standardization efforts with a focus on the concepts of BPEL and its support by major software vendors.
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Finally, we discuss some transformation issues that are only partially solved up to now.

**Business Process Execution and Standardization**

The standardization of business process management and workflow technology has been discussed for more than 10 years (see Hollingsworth, 2004). Several standardization bodies have proposed specifications for different aspects of business process management. The five bodies that have gained the most attention in this context are WfMC, OMG, BPMI, W3C, and OASIS. The WfMC (workflow management coalition) has been the first organization to promote workflow standards. Its workflow reference model distinguishes five interfaces of a workflow system (Hollingsworth, 1994). From WfMC’s set of specifications, the XPDL standard for process definition (interface 1) is the most prominent one (see Workflow Management Coalition, 2005). The BPMI (business process management initiative) started off in 2000 as an industry consortium to promote business process management standards. In 2002, BPMI published BPML (Arkin, 2002), an XML-based language for the specification of executable processes with Web service interaction, and in 2004, the standardization of BPMN as a visual notation started. The OMG (Object Management Group) first got involved with workflow technology as they accepted the workflow management facility specification as a standard in 1998. In 2005, OMG and BPMI agreed to merge their business process related activities. As a consequence, BPMN is now an OMG standard (see OMG, 2006). The W3C (World Wide Web Consortium) has published several standards for web service choreography. Choreography describes the interaction of distributed processes from a global point of view. WS-CDL (Kavantzas et al., 2005) is the most recent specification in this area. It is meant to be utilized in conjunction with process definition languages that define the private implementation of processes. OASIS (Organization for the Advancement of Structured Information Standards) is an industry group that defines XML-based standards for Web services and business integration. OASIS participates, for example, in the specification of the ebXML framework. For further details on business process related standards see (Mendling et al., 2005b).

Since 2003, OASIS is also responsible for the standardization of BPEL. The work on BPEL started with a merger of IBM’s WSFL process definition specification with Microsoft’s XLANG which resulted in the first version of BPEL (Curbera et al., 2002). In 2003 BEA, SAP, and Siebel joined in to extend BPEL to version 1.1 (Andrews et al., 2003). Currently, the second version of BPEL is in the final phase of standardization (see Alves et al., 2007).

**Main Concepts of BPEL**

BPEL is an XML-based language that models a business process as a composition of elementary Web services. A so-called BPEL engine is a dedicated software component that is able to execute BPEL process definitions. Each BPEL process can be accessed as a Web service of the BPEL engine, too. The BPEL specification depends on the W3C standards WSDL for Web service description, XML schema for the definition of data structures, and XPath for retrieval of XML elements. Six of BPEL’s most important concepts are briefly presented in the following, that is, partner links, variables, correlation, basic activities, structured activities, and handlers. We will use the element names of BPEL 2.

- **Partnerlinks:** A partner link provides a communication channel to remote Web services which are utilized in the BPEL process. A respective partner link type must be defined first to specify the required and provided WSDL port types.
- **Variables:** Variables are used to store both message data of Web service interactions and
control data of the process. A variable must be declared in the header of a BPEL process by referencing a WSDL or an XML Schema data type.

- **Correlation:** As BPEL supports long-running business processes, there may be several process instances waiting for Web service messages at a certain point of time. A correlation set specifies so-called properties, that is, XPath statements to retrieve message parts that are unique for a specific process instance. According to a certain property value, like, for example, ordernumber=1002006, a message is handed to the matching process instance.

- **Basic activities:** The basic steps of a BPEL process are performed by basic activities. There are activities to send and receive messages from Web services (receive, invoke, reply), to change the content of variables (assign), to wait for a certain period or up to a certain point in time (wait), or to terminate the process (exit, formally called terminate).

The second version of BPEL introduces an activity to check conformance to a schema (validate) and the possibility to add proprietary activities (extensionActivity).

- **Structured activities:** The control flow of basic activities can be defined in two different styles: block-oriented or graph-based. Both styles can be mixed. Block-oriented control flow can be defined with structured activities. BPEL offers activities to specify parallel execution (flow), conditional branching based on data (if-else) or on receipt of a message (pick), sequential execution (sequence), and different loops (while, repeatUntil, forEach). Structured activities can be nested. Scopes are special structured activities. They mark-off the scope of local variables and handlers. Control flow can also be defined graph-based, but without introducing cycles, using so-called links. A link represents synchronization between two activities.

- **Handlers:** BPEL provides handlers to deal with unexpected or exceptional situations. Event handlers wait for messages or time events. They can be used to specify deadlines on the process level. Fault handlers catch internal faults of the BPEL process. If the fault cannot be cured, the compensation handler can be triggered to undo the effects of already completed activities. Finally, the termination handler offers a mechanism to force a process to terminate, for example, due to external faults.

Even though BPEL supports a rich set of primitives to specify executable processes, there are still some features missing towards full-fledged business process specification. The extension activity of BPEL 2 is a useful anchor point to fill these gaps. Currently, there are several BPEL extensions in progress of development, in particular BPELJ for Java inline code, BPEL4People for human worklists, and BPEL-SPE for sub-processes.

**BPEL Support**

Several major software vendors support the standardization of BPEL. Several of these companies already provide BPEL support in their products. Furthermore, there are also open source implementations of BPEL including ActiveBPEL, bexee, MidOffice, and Twister. Therefore, it should be expected that BPEL will soon become not only a de-facto, but a de-facto standard for the definition of executable business processes.

For vendors, there are basically two options to align with BPEL, either to develop a BPEL engine and related tools from scratch or to implement BPEL import and export for existing systems. Oracle is one of the few vendors who offer a generic implementation of BPEL called Oracle BPEL Process Manager. Several other companies have chosen to extend their systems with import and export. In this case, the BPEL process has to be mapped to the object structure of the target system. The mapping
between BPEL and graph-based control flow, in particular with unstructured loops, is an interesting challenge for both academia and practice. So-called transformation strategies (Mendling et al., 2006) can serve as a blue print for that. Van der Aalst and Lassen (2006) define a transformation from Petri nets to BPEL using reduction rules. Ouyang, van der Aalst, Dumas, and ter Hofstede (2006) propose a transformation of unstructured loops to event-condition-action rules that are implemented via BPEL event handlers. Another option, but not in the general case, is to derive structured from unstructured loops (Zhao, Hauser, Bhattacharya, Bryant, & Cao, 2006). The simplest solution to this problem for the vendors is to prohibit the definition of unstructured cycles in their process design tool. Then all import and export transformations between BPEL and internal graph-based representation can be implemented without loss of information.

CONCLUSION

This chapter provided an overview of business process management and business process modeling. In particular, we elaborated on the background of business process management by giving a historical classification of seminal work, and by discussing the business process management life cycle. In this life cycle, business process models play an important role. We approached business process modeling from a general information systems point of view and deducted a definition. Furthermore, we presented several frequently-used business process modeling languages including Petri nets, EPCs, YAWL, UML activity diagrams, and BPMN, as well as modeling methods for business process modeling. As a future trend, we identified standardization and executability of business process models. In particular, we focused on recent standardization efforts and research challenges related to the business process execution language for Web services. We expect this area to be the driver for new concepts and innovations within the next couple of years.
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**KEY TERMS**

**BPMN**: BPMN is an OMG standard for modeling business processes. It is meant to be used in conjunction of BPEL as an execution language. BPMN offers different kind of task and event nodes as well as gateways for the definition of split and join conditions.

**BPEL**: BPEL is an XML-based language that models a business process as a composition from a set of elementary Web services. A so-called BPEL engine is a dedicated software component that is able to execute BPEL process definitions. Six of BPEL’s most important concepts are briefly presented in the following, that is, partner links, variables, correlation, basic activities, structured activities, and handlers.

**Business Process**: “A process is a completely closed, timely, and logical sequence of activities which are required to work on a process-oriented business object. Such a process-oriented object can be, for example, an invoice, a purchase order, or a specimen. A business process is a special process that is directed by the business objectives of a company and by the business environment. Essential features of a business process are interfaces to the business partners of the company (e.g., customers, suppliers).” (Becker and Kugeler, 2003)

**Business Process Model**: A business process model is the result of mapping a business process. This business process can be either a real-world business process as perceived by a modeller, or a business process conceptualized by a modeller.

**Business Process Modeling**: Business process modeling is the human activity of creating a business process model. Business process modelling involves an abstraction from the real-world business process, because it serves a certain modeling purpose. Therefore, only those aspects relevant to the modeling purpose are included in the process model.

**Business Process Modeling Language**: Business process modeling languages guide the procedure of business process modeling by offering a predefined set of elements and relationships for the modeling of business processes. A business process modeling language can be specified using a metamodel. In conjunction with a respective method, it establishes a business process modeling technique.

**EPCs**: EPCs are a language for conceptual modeling of business processes. EPCs have three node
types: functions, events, and connectors. Connectors can be used to define split and join conditions of type AND, XOR, and OR.

**Petri Nets:** Petri nets are a formalism that can be used for modeling business processes. A Petri net is a special kind of graph that has two types of nodes: transitions for representing business activities and routing, and places for defining pre-conditions and post-conditions of transitions.

**UML Activity Diagrams:** UML activity diagrams belong to the UML family of diagrams. They are used for the description of system behavior. A UML activity diagram basically consists of actions and control nodes. There are different types of control nodes for the definition of complex routing including decision, merge, fork, and join. Furthermore, UML activity diagrams offer special actions to represent the sending of a signal and receiving an event.

**YAWL:** YAWL is a workflow modeling language that was defined to provide straight-forward support for the 20 workflow patterns identified by Aalst et al. (2003). In addition to Petri nets and EPCs, YAWL offers constructs for the specification of multiple instance tasks and for cancellation.

**ENDNOTES**

1. The authors refer to the GIGA group who originally introduced the scheme.
2. Note that zur Muehlen (2004) considers simulation as a separate activity related to evaluation, but this neglects the fact that simulation is always done to evaluate different design alternatives.
3. Positivism is the philosophical theory that establishes sensual experience as the single object of human knowledge.
4. In contrast to positivism, constructivism regards all knowledge as constructed. Therefore, there is nothing like objective knowledge or reality.
5. This negation of a theoretical foundation of a modeling language has some similarities with approaches that emphasize that models are not mappings from the real world, but products of negotiations between different stakeholders, as in Hirschheim and Klein (1989) and Simon (2006).
6. Several authors use heterogeneous terminology to refer to modeling techniques. Our concept of a modeling language is similar to grammar in Wand and Weber (2002, 1990, 1995), who also use the term method with the same meaning. In Karagiannis and Kühn (2002), a modeling method is called “procedure” while the term “method” is used to define a composition of modeling technique plus related algorithms.
8. Implicit termination is an exception. On purpose, this pattern is not supported in order to force the modeler to carefully consider the completion condition of the process.
10. The old acronym is BPEL4WS (business process execution language for Web services), the new one WSBPEL (Web service business process execution language). The acronym BPEL can be used for both.
11. The committee specification is available at http://docs.oasis-open.org/ebpo/bpel2.0/CommitteeSpecification/bpel2.0-CS01.html.
12. Basic activities in BPEL 2 are: receive, invoke, reply, assign, validate, empty, throw, rethrow, exit, wait, compensate, compensateScope, and extensionActivity.
WSBPEL technical committee participants at OASIS are Adobe, BEA, EDS, Hewlett-Packard, IBM, IONA, JBoss, Microsoft, NEC, Oracle, Sterling Commerce, Sun, Tibco, and webMethods.