Chapter XII
Flexible Blind Signal Separation in the Complex Domain

Michele Scarpiniti
University of Rome “La Sapienza”, Italy

Daniele Vigliano
University of Rome “La Sapienza”, Italy

Raffaele Parisi
University of Rome “La Sapienza”, Italy

Aurelio Uncini
University of Rome “La Sapienza”, Italy

ABSTRACT

This chapter aims at introducing an Independent Component Analysis (ICA) approach to the separation of linear and nonlinear mixtures in complex domain. Source separation is performed by an extension of the INFOMAX approach to the complex environment. The neural network approach is based on an adaptive activation function, whose shape is properly modified during learning. Different models have been used to realize complex nonlinear functions for the linear and the nonlinear environment. In nonlinear environment the nonlinear functions involved during the learning are implemented by the so-called “splitting functions”, working on the real and the imaginary part of the signal. In linear environment instead, the “generalized splitting function” which performs a more complete representation of complex function is used. Moreover a simple adaptation algorithm is derived and several experimental results are shown to demonstrate the effectiveness of the proposed method.

INTRODUCTION

In the last years Blind Source Separation (BSS) realized through Independent Component Analysis (ICA) have raised great interest in the signal processing community (Cichocki & Amari, 2002; Haykin, 2000; Roberts & Everson, 2001). In this context the neural network approach (Haykin, 1999) (usually based on a single layer
perceptron (SLP) or a multilayer perceptron (MLP) seems to be one of the preferred methodologies (Jutten & Herault, 1991; Bell & Sejnowski, 1995); this interest is justified by the large number of different approaches and applications. As a matter of fact, in several fields, from multimedia to telecommunication and to biomedicine, ICA is currently employed to effectively recover the original sources from their mixtures or to remove interfering signals from the signal of interest. Initial studies on ICA aimed at solving the well-known cocktail party problem, in a instantaneous or slightly reverberant environment. Pioneering works in ICA appeared at the beginning of the 90’s, when Jutten and Herault (1991) presented their “neurometric architecture” and Comon (1994) published his often referenced work.

Recently the problem of source separation has been extended to the complex domain (Cardoso & Laheld, 1996; Fiori, Uncini & Piazza, 1999; Bingham & Hyvärinen, 2000), due to the need of frequency domain signal processing which is quite common in telecommunication (Benvenuto, Marchesi, Piazza & Uncini, 1991) and biomedical applications (Calhoun, Adali, Pearlson & Pekar, 2002b; Calhoun, Adali, Pearlson, Van Zijl & Pekar, 2002c). One of the most critical issues in ICA is the matching between the probability density function (or pdf) of sources (usually unknown) and the algorithm’s parameters (Yang & Amari, 1997). In this way one of the most important issues in designing complex neural networks consists in the definition of the complex activation function (Clarke, 1990; Benvenuto & Piazza, 1992; Kim & Adali, 2001a). In order to improve the pdf matching for the learning algorithm, the so called Flexible ICA was recently introduced in (Choi, Cichocki & Amari, 2000; Fiori, 2000; Solazzi, Piazza & Uncini, 2000a; Vigliano & Uncini, 2003; Vigliano, Parisi & Uncini, 2005). Flexible ICA is the approach in which the activation function (AF) of the neural network is adaptively modified during the learning. This approach provides faster and more accurate learning by estimating the parameters related to the pdf of signals. In literature it is possible to find several methods based on polynomials (Amari, Cichocki & Yang, 1996) and on parametric function approaches (Pham, Garrat & Jutten, 1992; Solazzi, Piazza & Uncini, 2001).

Moreover the main properties that the complex activation function should satisfy (Kim & Adali, 2002a; Vigliano, Parisi & Uncini, 2003) are that it should be non linear and bounded and its partial derivatives should exist and be bounded. Unfortunately the analytic and boundedness characteristics are in contrast with the Liouville theorem (Clarke, 1990; Kim & Adali, 2001a). In other words, according to this theorem, an activation function should be bounded almost everywhere in the complex domain (Clarke, 1990; Leung & Haykin, 1991; Georgiou & Koutsougeras, 1992; Kim & Adali, 2000, 2001a, 2002b; Adali, Kim & Calhoun, 2004).

In this context, spline-based nonlinear functions seem to be particularly appealing as activation functions. In fact splines can model a very large number of nonlinear functions and can be easily adapted by suitably varying their control points, with low computational burden.

Unfortunately linear instantaneous mixing models are too unrealistic and unsatisfactory in many applications. Recent studies on ICA in the real domain showed that source separation can be effectively performed also in the case of convolutive nonlinear mixing environments, (Jutten & Karhunen, 2003; Vigliano et al., 2005). In the case of the complex domain only linear instantaneous mixtures have been considered so far (Uncini, Vecchi, Campolucci & Piazza, 1999; Bingham & Hyvärinen, 2000; Calhoun et al., 2002b, 2002c; Adali et al., 2004).

A more realistic mixing system inevitably introduces a nonlinear distortion in the signals. In this way the possibility of taking into account these distortions can give better results in signal separation. The problem is that in the nonlinear case the uniqueness of the solution is not guaranteed.

The solution becomes easier in a particular case, called Post Nonlinear (PNL) mixture, well-known in literature in the case of the real domain (Taleb & Jutten, 1999; Taleb, 2002). In this context the solution is unique too.

The work here exploited extends the linear and PNL mixture to the complex domain (complex-PNL). This extension requires proper modelling of the nonlinear distorting functions and of the activation functions of a feed-forward network. In this work this modelling has been performed by use of the splitting functions described in (Uncini & Piazza, 2003). Another important issue is the definition of the theoretical conditions that grant the uniqueness of the solution.

The chapter is organized as follows: the “Background” describes the most important issues on ICA both in linear and nonlinear case. Next section (“The complex environment”) defines the problem of separation in the complex domain. “The flexible activation function” section introduces the solution to the problem of flexibility used in this chapter, while “The de-mixing algorithm and separation architecture” defines in detail the networks used to solve the ICA problems introduced in previous sections. Finally the section “Results” describes experimental tests that demonstrate the effectiveness of the proposed approach.
BACKGROUND

Let us consider $M$ observed signals $x_1[n], \ldots, x_M[n]$ at time $n$, which are assumed to be the mixtures of $N$ independent source signals $s_1[n], \ldots, s_N[n]$ at time $n$. The vectors $\mathbf{s}[n] = [s_1[n], \ldots, s_N[n]]^T$ and $\mathbf{x}[n] = [x_1[n], \ldots, x_M[n]]^T$ are called the source vector and the observation vector respectively, $T$ is the transpose operator. The observation vector is obtained by an unknown mixing system $\mathcal{F} \{ \cdot \} : \mathbf{x}[n] = \mathcal{F} \{ \mathbf{s}[n] \}$. In the general form, $\mathcal{F} \{ \cdot \}$ may be nonlinear or may be convolutive. The goal of Blind Signal Separation (BSS) realized by conventional ICA is to construct a separating system $\mathcal{G} \{ \cdot \}$ in order to obtain from the output vector $\mathbf{u}[n] = \mathcal{G} \{ \mathbf{x}[n] \}$ the estimate of the original source vector (see Figure 1) (Hyvärinen & Oja, 2000; Hyvärinen, Karhunen & Oja, 2001; Roberts & Everson, 2001).

In BSS only one a priori assumption is requested: sources must be statistically independent. However, the probability density functions (pdf) of the sources are usually unknown. The separating system $\mathcal{G} \{ \cdot \}$ is constructed in such a way to obtain independent components, since the unique information about the sources is their statistical independence. This fact justifies the use of the Independent Component Analysis (ICA) approach in BSS.

The issue is to understand if the independence of the components of $\mathbf{u}$ implies necessarily the separation of the sources $\mathbf{s}$. Usually the approach to the problem is completely blind and no other knowledge is available on the mixing environment, it is possible only to make some hypotheses and provide the solution for this particular problem. In other words, considering the space of all possible mixing environments, it is possible to grant that output independence produces the separation of signals only making some particular a priori assumption on the mixing environment.

The Case of Linear Mixing Model

First of all the linear and instantaneous mixing model is introduced.

In linear environment both the mixing and the de-mixing models are linear. Under this condition the independence of the output insures the separation of the sources. In other words, linear instantaneous mixtures are separable. The separability and identifiability of the linear mixing model is presented in (Comon, 1994; Eriksson & Koivunen, 2004; Theis, 2004a) as an application of the Darmois-Skitovich’s theorem. A consequence of this result is that the vector $\mathbf{s}$ must have at most one Gaussian component.

By a linear instantaneous mixture we mean a mixture of the form

$$\mathbf{x}[n] = \mathbf{A}\mathbf{s}[n]$$

where $\mathbf{A}$ is called the mixing matrix. Then a separating or de-mixing matrix $\mathbf{W}$ must be estimated to generate independent component outputs

$$\mathbf{u}[n] = \mathbf{W}\mathbf{x}[n]$$
Flexible Blind Signal Separation in the Complex Domain

where \( \mathbf{u}[n] \) is an estimate of the source vector \( \mathbf{s}[n] \) and its components are as independent as possible.

For simplicity we assume that the unknown mixing matrix is square \( (M = N) \). The linear mixing/de-mixing model is shown in Figure 2.

Although the solution is unique, it suffers for two kinds of ambiguities (Hyvärinen & Oja, 2000; Hyvärinen et al., 2001): it is not possible to determine the variances (energies) of the independent components, so we have a scaling ambiguity (in the complex case we have a rotation ambiguity due to the phase); it is not possible to determine the order of the independent components, so we have a permutation ambiguity. Formally these two ambiguities can be represented as a permutation \( \mathbf{P} \) and a scaling \( \mathbf{D} \) (diagonal) matrix:

\[
\mathbf{W} \mathbf{A} = \mathbf{P} \mathbf{D}
\]

The Case of Nonlinear Mixing Model

Since the linear mixing model is too poor and unrealistic in many applications, the complexity of the mixing model has been improved considering non linear models.

If the mixing-separating system is nonlinear and no other assumption is given for the mixing operator \( \mathcal{F}\{\cdot\} \), a generic de-mixing model \( \mathcal{G}\{\cdot\} \) does not assure the existence and uniqueness of the solution, so the separation is not guaranteed. Hence, in general, non-linear mixing models with no particular a priori assumptions are affected by a strong non-uniqueness (Jutten & Herault, 1991; Eriksson & Koivunen, 2002; Theis & Gruber, 2005).

In order to better illustrate this aspect, consider two independent random variables \( s_1 \) with uniform distribution in \([0, 2\pi)\) and \( s_2 \) with Rayleigh distribution, so that its pdf is \( p_{s_2}(s_2) = \frac{s_2}{\sigma^2} e^{-\frac{s_2^2}{2\sigma^2}} \), with variance \( \sigma^2 = 1 \) (Papoulis, 1991). Given the two nonlinear transformations \( y_1 = s_2 \cos s_1 \) and \( y_2 = s_2 \sin s_1 \), the random variables \( y_1 \) and \( y_2 \) are still independent but are Gaussian distributed, so they cannot be separated as a consequence of the Darmois-Skitovich’s theorem (Jutten & Karhunen, 2003). In fact the Jacobian \( \mathbf{J} \) of this transformation is:

\[
\det(\mathbf{J}) = \begin{vmatrix}
\frac{\partial y_1}{\partial s_1} & \frac{\partial y_1}{\partial s_2} \\
\frac{\partial y_2}{\partial s_1} & \frac{\partial y_2}{\partial s_2}
\end{vmatrix} = \begin{vmatrix}
-s_2 \sin s_1 & \cos s_1 \\
\frac{1}{\sigma^2} & \frac{1}{\sigma^2}
\end{vmatrix} = -s_2
\]

so the joint pdf of \( \mathbf{y} = [y_1, y_2] \) can be expressed as
Flexible Blind Signal Separation in the Complex Domain

\[ p_{\nu,\nu}(y_1, y_2) = \frac{p_{\nu,\nu}(s_1, s_2)}{\det(J)} = \frac{1}{2\pi} \exp \left( -\frac{y_1^2 + y_2^2}{2} \right) = \left( \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{y_1^2}{2} \right) \right) \left( \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{y_2^2}{2} \right) \right) = p_{\nu_1}(y_1) \cdot p_{\nu_2}(y_2). \]

This simple example shows that in many cases the independence constraint is not strong enough to recover the original sources, unless additional assumptions about the transformation \( F \{ \bullet \} \) or the mixing and de-mixing model are taken.

In practice the main issue is to find the theoretical conditions in terms of sources, mixing environment and recovering architecture capable of guaranteeing the existence of the solution (Theis & Gruber, 2005).

In (Taleb & Jutten, 1999) it has been presented an important result in nonlinear real valued environments: the solution to the BSS problem exists and is unique if we consider a particular mixing model called Post Non-Linear (PNL) Mixtures. This model consists in a cascade of a linear mixing stage and a set of nonlinear functions.

Hence the mixing system \( F \{ \bullet \} \) is (see left side of Figure 3):

\[ x[n] = F \{ s[n] \} = F(As[n]) = F(v[n]) \quad (4) \]

where \( v[n] = As[n] \), the nonlinear function \( F(v[n]) = [f_1(v_1[n]), \ldots, f_N(v_N[n])]^T \) is the model of the nonlinear distortion and \( A \) is an \( N \times N \) matrix \( (a_{ij} \in \mathbb{R}) \).

The de-mixing model \( G \{ \bullet \} \) is constructed by the well-known mirror model: the de-mixing system is the mirror image of the mixing one (see right side of Figure 3):

\[ u[n] = G \{ s[n] \} = W \cdot G(x[n]) \quad (5) \]

where the nonlinear function \( G(s[n]) = [g_1(s_1[n]), \ldots, g_N(s_N[n])]^T \) is the model of the nonlinear compensating functions and \( W \) is the de-mixing matrix.

Taleb and Jutten (1999) have demonstrated that if \( A \) and \( W \) are regular matrices, \( f_i(v_i) \) (\( \forall i = 1, 2, \ldots, N \)) are differentiable invertible functions and \( h_i = g_i \circ f_i \) satisfy the property that \( h'_i(\theta) \neq 0 \quad (\forall \theta \in \mathbb{R} \quad \forall i = 1, 2, \ldots, N) \) then the PNL mixtures are separable. However the proof in Taleb and Jutten (1999) contains an inaccuracy which was solved by Theis and Gruber (2005).

THE COMPLEX ENVIRONMENT

The aim of this section is to extend the BSS problem introduced above to the complex domain. Let us consider a vector \( s[n] = [s_1[n], \ldots, s_N[n]]^T \) of \( N \) complex sources at time \( n \) (\( s[n] \in \mathbb{C}^N \)). The \( k \)-th source can be expressed as \( s_k[n] = s_{rk}[n] + js_{ik}[n] \), where \( s_{rk} \) and \( s_{ik} \) are the real and imaginary parts of the \( k \)-th complex-valued source signal and \( j = \sqrt{-1} \) is the imaginary unit. The goal of BSS is to recover the complex signal \( s[n] \) from observations of the complex mixture \( x[n] = [x_1[n], \ldots, x_N[n]]^T \), where the \( k \)-th mixture can be expressed as \( x_k[n] = x_{rk}[n] + jx_{ik}[n] \), \( x_{rk} \) and \( x_{ik} \) are its real and imaginary part. In this way the model in eqs. (1) and (2) are still valid but the mixing matrix \( A \) and the de-mixing matrix \( W \) are complex matrices (\( a_{ij} \in \mathbb{C} \) and \( w_{ij} \in \mathbb{C} \)).
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x[n] = As[n]

for the mixing model and

u[n] = Wx[n]

for the de-mixing model (see Figure 2).

In similar way we can describe the case of PNL mixtures where the nonlinear function involved in the models are complex functions too:

x[n] = x_k[n] + jx_i[n] = F(v[n])

where v[n] = As[n], the nonlinear function F(v[n]) is the model of the nonlinear distortion in the complex domain and F(v[n]) = [f_1(v_1[n]), ..., f_N(v_N[n])]^T, where f_k(v_k[n]) is the k-th complex nonlinear distorting function. For the mirror de-mixing model:

u[n] = u_k[n] + ju_i[n] = Wr[n] = W·G(x[n])

where r[n] = G(x[n]), the nonlinear function G(x) is the model of nonlinear compensating function in the complex domain and G(x[n]) = [g_1(x_1[n]), ..., g_N(x_N[n])]^T, where g_k(x_k[n]) is the k-th complex nonlinear compensating function.

The separability, identifiability and uniqueness of the solution are demonstrated in Theis (2004b) and Eriksson and Koivunen (2006) in the linear and instantaneous case, while the PNL mixtures are not treated yet in literature. It is intention of this chapter to extend these results in the nonlinear environment.

The Complex Nonlinear Activation Function

One of the main issues in designing complex neural networks is the presence of complex nonlinear functions involved in the learning processing (Pham et al., 1992; Calhoun et al., 2002c), i.e. complex activation functions or distorting functions (for the nonlinear mixing environment).

Let h(z) be a complex nonlinear activation function (AF), where $z = z_R + jz_I \in \mathbb{C}$, $z_R$ and $z_I$ are the real and imaginary parts of the complex variable $z$. 

The figure shows the PNL model: mixing model on the left side and de-mixing mirror model on the right side.
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The main challenge is the dichotomy between boundedness and analyticity in the complex domain (Kim & Adali, 2002a), as stated by the Liouville’s theorem: complex functions, bounded on the whole complex plane, are either constant or not analytic. Thus this kind of complex nonlinear functions are not suitable as activation functions of neural networks.

Georgiou and Koutsougeras (1992) defined five properties which should be satisfied by complex nonlinear functions in neural network applications:

1. $h(z) = h(z_R, z_I) = h^R(z_R, z_I) + jh^I(z_R, z_I)$ is nonlinear in $z_R$ and $z_I$;
2. $h(z)$ is bounded: $|h(z)| \leq c < \infty$
3. $h^R_{z_R}, h^R_{z_I}, h^I_{z_R}, h^I_{z_I}$ exist and are bounded
4. $h(z)$ is not entire
5. $h^R_{z_I}h^I_{z_R} \neq h^R_{z_R}h^I_{z_I}$

where $h^R(z_R, z_I)$ and $h^I(z_R, z_I)$ are known as the real part function and imaginary part function of the complex function $h(z)$ respectively, while $h^R_{z_R} = \frac{\partial h^R}{\partial z_R}$, $h^R_{z_I} = \frac{\partial h^R}{\partial z_I}$, $h^I_{z_R} = \frac{\partial h^I}{\partial z_R}$, $h^I_{z_I} = \frac{\partial h^I}{\partial z_I}$.

It should be noted that the properties in eq. (10) require the boundedness of the nonlinear function and its derivatives even when the function is defined in a local domain (Calhoun & Adali, 2002a). By the Liouville’s theorem the cost for this restriction is that the function is not analytic.

The boundedness of the AF is essential to prove the universal approximation of a complex feed-forward neural network (Kim & Adali, 2001b, 2002b, 2003). These works have shown that, for the multilayer perceptron (MLP), a complex counterpart of the universal approximation theorem can be realized with activation functions that are entire (analytic for all values of $z$) but bounded only almost everywhere. This is an extension of the real-valued result in Cybenko (1989) to the complex case.

In this context Kim and Adali (2001a, 2002a, 2003) proposed the use of the so-called elementary transcendental functions (ETF). They classified the ETFs into two categories of unbounded functions, depending on which kind of singularities they possess. The following functions are noted to provide the nonlinear decorrelation required for ICA when used for the nonlinear activation function $h(z)$:

- Circular functions: $\tan(z)$, $\sin(z)$ and $\cot(z)$;
- Inverse circular functions: $\tan^{-1}(z)$, $\sin^{-1}(z)$ and $\cos^{-1}(z)$;
- Hyperbolic functions: $\tanh(z)$, $\sinh(z)$ and $\coth(z)$;
- Inverse hyperbolic functions: $\tanh^{-1}(z)$, $\sinh^{-1}(z)$ and $\cosh^{-1}(z)$.

As expected the trigonometric and the corresponding hyperbolic functions behave very similarly.

Recently Adali et al. (2004) have used these above ETFs as complex activation functions in BSS problems. In particular, the functions: $\tan^{-1}(z)$, $\sin^{-1}(z)$, $\cos^{-1}(z)$ and $\tan(z)$, and their hyperbolic counterparts performed consistently well over a wide range of input and mixtures, while the functions: $\sin(z)$, $\cos(z)$, $\cot^{-1}(z)$, $\sinh(z)$, $\cosh(z)$ and $\coth^{-1}(z)$ exhibited unstable behaviour when used for ICA with the algorithm proposed by Bell and Sejnowski (1995) and described later.

According to the properties in eq. (10) listed above, in order to overcome the dichotomy between boundedness and analyticity, complex nonlinear splitting functions have been introduced. In this approach real and imaginary
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parts are processed separately by real-valued nonlinear functions (Benvenuto et al., 1991; Smaragdis, 1998; Uncini & Piazza, 2003). The splitting function

\[ h(z) = h(z^R, z^I) = h^R(z^R) + jh^I(z^I) \]  \hspace{1cm} (11)

avoids the problem of unboundedness of complex nonlinearities, as stated above, but it cannot be analytic (see Figure 4).

The splitting model of a nonlinear complex valued function is not realistic because usually the real and imaginary part are correlated. According to this issue it is useful to perform a more realistic model of the nonlinear functions. In this way, Vitagliano et al. (2003) proposed a complex neural network based on a couple of bi-dimensional functions (Figure 5) called generalized splitting function:

\[ h(z) = h(z^R, z^I) = h^R(z^R, z^I) + jh^I(z^R, z^I). \]  \hspace{1cm} (12)

In this way \( h(z) \) is bounded but it is not analytic. The Cauchy-Riemann conditions \( (h^R_h = h^I_z, h^I_h = -h^R_z) \) are not satisfied by the complex function in eq. (12) itself, but can be imposed by an algorithm constraint during the learning process: \( h^R_h = h^I_z = (h^R_{z^R} + h^I_{z^I})/2 \) and \( h^I_h = -h^R_z = (h^I_{z^R} + h^R_{z^I})/2 \). Note that the Cauchy-Riemann conditions are equivalent to the fifth property in eq. (10).

Another approach for adapting the nonlinearity to the source distribution is introduced in Adali and Li, (2007). It is based on the idea that the simple substitutions \( z^R = (z + z^*)/2 \) and \( z^I = (z - z^*)/2j \) (where \( (\cdot)^* \) denotes the complex conjugate) allow us to write a given pdf that is \( \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) in terms of a function \( \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{R} \).

**The Choice of the De-Mixing Model in the Nonlinear Case**

In designing the de-mixing model in the nonlinear environment, it is important to find the theoretical conditions in terms of sources, mixing environment and recovering architecture capable of guaranteeing the existence of the solution (Taleb, 2002).

The model of nonlinear complex compensating functions \( G \left( x \left( n \right) \right) \) and the activation functions (AF) considered in this chapter are realized by splitting function according to eq. (11) (technical details on the implementation of splitting functions will be given in the following sections).

Let \( U \) be the set of all complex vectors \( u \) with joint pdf \( p_u(u) \) (see Figure 3) having independent components \( u_i \) with marginal pdf \( p_{u_i}(u_i) \)

\[ U = \left\{ u \left| p_u(u) = \prod_i p_{u_i}(u_i) \right. \right\} \quad u = G \{ x \} = G \circ F \{ s \} = HF \{ s \}. \]  \hspace{1cm} (13)

*Figure 4. Splitting function realization of a complex activation function (AF)*
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where \( \mathcal{H} \{ \bullet \} \) is an unspecified application with a non-diagonal Jacobian matrix in general. As a matter of fact, it is possible to find an infinite number of models \( \mathcal{G} \{ \bullet \} \) such that \( \mathbf{u} = \mathcal{G} \{ \mathbf{x} \} \in \mathcal{U} \), but not all of them have a diagonal Jacobian matrix. So most of the solutions in \( \mathcal{U} \) are not of interest, meaning that output independence by itself is a weak approach to the BSS problem in a general nonlinear environment.

Considering the splitting realization of the complex nonlinear distorting function

\[
F(\mathbf{v}[n]) = F_R(\mathbf{v}_R[n]) + jF_I(\mathbf{v}_I[n]),
\]

\[
F(\mathbf{v}_R[n]) = [f_{R1}(v_{R1}[n]), \ldots, f_{RN}(v_{RN}[n])]^T
\]

and

\[
F(\mathbf{v}_I[n]) = [f_{I1}(v_{I1}[n]), \ldots, f_{IN}(v_{IN}[n])]^T
\]

the complex domain mixing environment in eq. (8), represented in Vigliano, Scarpiniti, Parisi and Uncini (2006a, 2008), can be rewritten in the following way:

\[
\begin{bmatrix}
\tilde{x}_R[n] \\
\tilde{x}_I[n]
\end{bmatrix} =
\begin{bmatrix}
\mathbf{x}_R[n] \\
\mathbf{x}_I[n]
\end{bmatrix} =
\begin{bmatrix}
F_R(\mathbf{v}_R[n]) \\
F_I(\mathbf{v}_I[n])
\end{bmatrix} =
\begin{bmatrix}
A_R \\
A_I
\end{bmatrix}
\begin{bmatrix}
\tilde{s}_R[n] \\
\tilde{s}_I[n]
\end{bmatrix} = \tilde{A} \tilde{s}
\]

(14)

where \( A_R \) and \( A_I \) are the real and imaginary parts of the complex mixing matrix \( \mathbf{A} = A_R + jA_I \).

Equations (14) have the very attractive property of involving only real quantities, thus making it possible to convert complex mixing models into real models of increased size.

It is now possible to define the de-mixing models and to design the network performing the source separation. In particular, a priori knowledge about the mixing model is exploited to design the recovering network. So the mirror model in eq. (9) has been introduced to grant the existence and the uniqueness of the solution (up to the trivial indeterminacy of the ICA approach to BSS) as described in (Vigliano et al., 2005, 2008).

The nonlinear complex compensating functions \( \mathcal{G}(\bullet) \) have been realized as splitting functions according to eq. (11):

\[
\mathcal{G}(\mathbf{x}_R[n] + j\mathbf{x}_I[n]) = \mathcal{G}_R(\mathbf{x}_R[n]) + j\mathcal{G}_I(\mathbf{x}_I[n]).
\]

Similarly to eq. (14) it is possible to express the complex de-mixing model in eq. (9) by using real expressions only:

\[
\tilde{\mathbf{u}} =
\begin{bmatrix}
\mathbf{u}_R[n] \\
\mathbf{u}_I[n]
\end{bmatrix} =
\begin{bmatrix}
\mathbf{W}_R \\
\mathbf{W}_I
\end{bmatrix}
\begin{bmatrix}
\mathcal{G}_R(\mathbf{x}_R[n]) \\
\mathcal{G}_I(\mathbf{x}_I[n])
\end{bmatrix} = \tilde{\mathbf{W}} \cdot \tilde{\mathcal{G}}[\tilde{x}]
\]

(15)

in which \( \mathcal{G}_R(\mathbf{x}_R[n]) = [g_{R1}(x_{R1}[n]), \ldots, g_{RN}(x_{RN}[n])]^T \) and \( \mathcal{G}_I(\mathbf{x}_I[n]) = [g_{I1}(x_{I1}[n]), \ldots, g_{IN}(x_{IN}[n])]^T \) are the real and imaginary parts of the nonlinear compensating functions while \( \mathbf{W}_R \) and \( \mathbf{W}_I \) are the real and imaginary parts of the complex mixing matrix \( \mathbf{W} = \mathbf{W}_R + j\mathbf{W}_I \). Equation (15) represents a real-valued PNL model and
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preserves all the properties of PNL BSS in the real domain. In particular it is possible to extend to the complex domain the results of (Taleb & Jutten, 1999) for the real PNL case (already applied in Vigliano et al., 2005 for the real convolutive PNL mixture, also known as C-PNL), specifically the proof of existence and uniqueness of the solution.

For the problem herein considered, elements of set $U$, under proper constraints, differ only for a trivial ambiguity if the mixing model is eq. (8) and the de-mixing model is eq. (9). This is shown in the following proposition.

**Proposition 1** Given the nonlinear complex mixing model $\mathcal{F} \{A, F\}$ in eq. (8) and the recovery model $\mathcal{G} \{G, W\}$ in eq. (9), let us assume that:

a. $A$ is a non-singular matrix of non zero entries (both for real and imaginary part);

b. $f_{R_1} (\cdot), f_{I_1} (\cdot), g_{R_1} (\cdot), g_{I_1} (\cdot) (i = 1, \ldots, N)$ are differentiable, invertible and zero preserving monotonic functions;

c. $s[n] = s_{R_1}[n] + j s_{I_1}[n]$ is a complex random vector in which $s_{R_1}[n], s_{I_1}[n] \in \mathbb{R}$. The components of $s[n]$ are statistically independent and have finite support;

d. the pdf of $s_{I_1}[n]$ ($i = 1, \ldots, N$) vanishes for at least one complex component, i.e. $i = 1$.

Then the components of the output vector $u[n] = u_{R_1}[n] + j u_{I_1}[n]$ are independent if and only if:

$$u[n] = PA s[n] = P \begin{bmatrix} \lambda_1 & 0 \\ \vdots & \ddots \\ 0 & \lambda_N \end{bmatrix} s[n]$$

In eq. (16) $P$ is a real permutation matrix and $\mathcal{E}$ is a complex diagonal matrix such that each element can be only purely real or imaginary.

**Proof.** See Appendix.

Proposition 1 ensures the existence and uniqueness of the solution at the expense of strong constraints on the real and the imaginary parts of the signals.

**THE FLEXIBLE ACTIVATION FUNCTION**

A second problem in choosing complex AF is the matching between the shape of the AF and the cumulative density function (cdf) of the unknown sources (Yang & Amari, 1997). In fact the separation can be well performed in the case that the AF coincides with the source cdf, as explained hereinafter (see eq. (31)). The idea is to adopt a flexible solution (Choi et al., 2000): the shape of the AF is adaptively changed from data by the use of flexible functions, performing the so-called Flexible ICA. This solution allows the separation of signal with a no pre-defined cumulative density function (cdf) and moreover increases the quality of the separation.

In the last years an increasingly interest in adaptive activation functions has arisen. The simplest solution consists in involving a parametric gain and slope of a sigmoid AF in the learning process. A different approach is based on the use of polynomial functions which allows reducing the size of the network and the connection complexity (Uncini et al., 1999). The digital implementation of this kind of activation function through a look-up-table (LUT) keeps the complexity under control (Piazza, Uncini & Zenobi, 1993) and is easy to realize. The LUT values can be seen as the curve sample points and one can think to iteratively adapt them in order to change the function shape. Only after a certain number of adaptation steps the shape of the activation function can reflect the information represented by data.

However the direct use of a LUT activation function can lead to a huge number of free parameters, so it is more desirable using a suitable interpolation or approximation scheme. The choice of these schemes is not an
obvious one: a wrong choice of the interpolation scheme can lead to problems in the development of the learning algorithm (Benvenuto et al., 1991; Guarnieri, Piazza & Uncini, 1999; Uncini et al., 1999; Solazzi et al., 2000a; Solazzi & Uncini, 2000b).

A good interpolation scheme should guarantee a continuous first derivative and the capability to locally adapt the curve: such properties are exhibited by the so-called *piecewise polynomial spline interpolation scheme*. For BSS we prefer an interpolation scheme, due to its local characteristics, which avoids the oscillatory behaviour of the global adaptation of the approximation scheme. There are few splines that interpolate their control points. One that also has a very low computational overhead is the so-called *Catmull-Rom cubic spline* (CR) (Catmull & Rom, 1974; Vecchi, Piazza & Uncini, 1998; Uncini et al., 1999; Uncini & Piazza, 2003). There is a regularization property common to most of the polynomial spline basis sets called variation diminishing property (Cottin, Gavrea, Gonska, Kacsó & Zhou, 1999; Schoenberg, 1959; Marsden & Schoenberg, 1998), which ensures the absence of unwanted oscillations of the curve between two consecutive control points. So we can have an exact representation of linear segments.

It is possible to represent the abscissa of each point of the activation function using two parameters: the span index $i$ and the local parameter $\nu$. The $i$ index is used to address the local control points, while the fractional part $\nu$ is passed as normalized input to cubic spline function.

A spline approximating its control points is the so-called *B-Spline* (De Boor, 2001; Pierani, Piazza, Solazzi & Uncini, 2000b; Unser, Aldroubi & Eden, 1993). A comparison between these two schemes is shown in left side of Figure 6 which shows graphically the difference between Catmull-Rom Spline and B-Spline for the mono-dimensional spline function; these expressions differ only in the entries of the matrix $M$ in eq. (18).

A common expression of these spline activation functions, is the following matrix notation:

$$y = \hat{h}(i, \nu) = T_v \cdot M \cdot Q,$$

which makes explicit the actual parameter vector, a basis matrix and a control points vector, combined using row by column multiplications, where

$$T_v = \begin{bmatrix} v^3 & v^2 & v & 1 \end{bmatrix}, M = \frac{1}{2} \begin{bmatrix} -1 & 3 & -3 & 1 \\ 2 & -5 & 4 & -1 \\ -1 & 0 & 1 & 0 \\ 0 & 2 & 0 & 0 \end{bmatrix} \quad \text{and} \quad Q_i = \begin{bmatrix} Q_{i,1} \\ Q_{i+1,1} \\ Q_{i+2,1} \\ Q_{i+3,1} \end{bmatrix}$$

where $Q_i = [q_{x,i}, q_{y,i}]^T$, $q_{x,i}$ and $q_{y,i}$ are the coordinates of the $i$-th control point $Q_i$ (contained in the two-dimensional vector $y$) and $0 \leq \nu < 1$ is the local abscissa. If the abscissas along the $u$-axis are uniformly sampled,

Figure 6. Mono and Bi-dimensional cubic spline functions
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\[ \Delta u = q_{u_i+1} - q_{u_i} = \text{const} \] for every \( i \), then the cubic polynomial becomes a first degree polynomial and the vector \( y \) becomes a one-dimensional vector containing only the \( y \)-axis of the curve.

The entire approximation is represented through the concatenation of local cubic spline functions each controlled by 4 control points defined by the two local parameters; \( i \) and \( v \). Given an input value \( u \), we can calculate these parameters using two internal dummy variables \( \zeta \) and \( \bar{\zeta} \) as follows:

\[
\begin{align*}
\bar{\zeta} &= \frac{u}{\Delta u} + \frac{N-2}{2} \\
\zeta &= \begin{cases} 
1 & 1 \leq \bar{\zeta} \leq N - 3 \\
N - 3 & \bar{\zeta} > N - 3 \\
\end{cases} \\
i &= \left\lfloor \zeta \right\rfloor \\
v &= \zeta - i
\end{align*}
\]

where \( \left\lfloor \cdot \right\rfloor \) is the floor operator that returns the highest integer less than or equal to its input and \( N \) is the number of spline control points.

An additional and important constraint is to force the activation function to be a limiting function, imposing \( \text{const} = 0 \) for \( u \to \pm\infty \), while maintaining the ability to modify its shape inside these constant values. We can fix the first two and the last two control points. So for each input \( u \), we can adapt two points on the left and two on the right, while all the other control points are fixed.

We can generalize the theory discussed above to realize these functions as hyper-surface interpolation of some control points using higher order interpolants (Solazzi et al., 2000a; Solazzi & Uncini, 2000b, 2004). In particular piecewise of cubic spline are here employed in order to render the hyper-surface continuous in its partial derivatives. The entire approximation is represented through the concatenation of local functions each centered and controlled by \( 4^2 = 16 \) control points, which lie on a regular 2D grid in \( \mathbb{R}^2 \), defined over the region \( 0 \leq v, v_j < 1 \), and in matrix formulation it is expressed as follows:

\[
y = \hat{h}(i_R, i_I; v_R, v_J) = T_{v_I} \cdot M \cdot (T_{v_R} \cdot M \cdot Q^{(i_R,i_I)}_{[2]})^T
\]

where \( T_{v_R} = [v_R^3 \ v_R^2 \ v_R \ 1], T_{v_I} = [v_I^3 \ v_I^2 \ v_I \ 1], M \) is the same defined in (18) and \( Q^{(i_R,i_I)}_{[2]} \) is a structure collecting the local control points:

\[
Q^{(i_R,i_I)}_{[2]} = \begin{bmatrix}
Q^{(i_R+1,i_I-1)}_{i_R} & Q^{(i_R-1,i_I+1)}_{i_R} & Q^{(i_R-1,i_I+2)}_{i_R} \\
Q^{(i_R-1,i_I-1)}_{i_R} & Q^{(i_R,i_I+1)}_{i_R} & Q^{(i_R+1,i_I+1)}_{i_R} \\
Q^{(i_R+i_I-1)}_{i_R} & Q^{(i_R+1,i_I+1)}_{i_R} & Q^{(i_R+1,i_I+2)}_{i_R} \\
Q^{(i_R+2,i_I-1)}_{i_R} & Q^{(i_R+2,i_I+1)}_{i_R} & Q^{(i_R+2,i_I+2)}_{i_R}
\end{bmatrix}
\]

where \( Q^{(i_R,i_I)} = [q_{y_R,i_I} \ q_{y_J,i_I} \ q_{y_R,i_J} \ q_{y_J,i_J}]^T \), \( q_{y_R,i_I}, q_{y_J,i_I}, q_{y_R,i_J}, q_{y_J,i_J} \) are the abscissas along the \( u_R \)-axis and the \( u_J \)-axis and \( q_{y_R,i_J} \) is the ordinate of the control point \( Q^{(i_R,i_I)}_{[2]} \). If the abscissas along the \( u_R \)-axis and the \( u_J \)-axis are uniformly sampled, the structure \( Q^{(i_R,i_I)}_{[2]} \) becomes a simple \( 4 \times 4 \) matrix. An example of cubic 2D spline is showed in the right side of Figure 6.
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The new idea is to use spline-based functions for $h^R(\bullet)$ and $h^I(\bullet)$ in eq. (11). Thus, remembering the spline matrix formulation in eq. (17) we can use two mono-dimensional spline functions. First we calculate the indexes span $i_R$ and $i_I$, and the local parameters $\nu_R$ and $\nu_I$, as stated by equations (19), then the AF in eq. (11) can be written as follows using eq. (17):

$$y_k = h^R_k(u_{Rk}) + jh^I_k(u_{Irk}) = T(u_{Rk}) \cdot M \cdot Q^R_{i_R} + jT(u_{Irk}) \cdot M \cdot Q^I_{i_I} \tag{21}$$

where $y_k = y_{Rk} + jy_{Irk}$ is the $k$-th complex output corresponding to the $k$-th input $u_k = u_{Rk} + ju_{Irk}$ of the $k$-th activation function, $Q^R_{i_R}$ and $Q^I_{i_I}$ collect the control points of the real and imaginary curve, respectively. The data path is reported in Figure 7.

The corresponding neural network is called Complex valued Adaptive Spline Neural Network (CASNN).

Unfortunately the real and imaginary parts of a complex signal are usually correlated, not split in separate channels. In this way we need a better model of the complex AF. In this way, Vitagliano et al. (2003) proposed a complex neural network based on bi-dimensional spline AF.

If we consider the expression (12) of a complex function in relation to the real and imaginary part, we can render each of the two bi-dimensional real functions $h^R(u_{Rk}, u_{Irk})$ and $h^I(u_{Rk}, u_{Irk})$ with bi-dimensional splines: one plays the role of the real part and one the imaginary part of the complex activation function. This AF is known as generalized splitting activation function (GSAF) (Vitagliano et al, 2003; Scarpiniti, Vigliano, Parisi & Uncini, 2007).

Using the compact matrix formulation in eq. (20) we have for the $k$-th AF:

$$y_{Rk} = h^R_k(u_{Rk}, u_{Irk}) = T_{v_R} (u_{Irk}) \cdot M \cdot (T_{v_R} (u_{Rk}) \cdot M \cdot Q^R_{i_R})^T,$$

$$y_{Irk} = h^I_k(u_{Rk}, u_{Irk}) = T_{v_I} (u_{Irk}) \cdot M \cdot (T_{v_R} (u_{Rk}) \cdot M \cdot Q^I_{i_I})^T,$$

$$y_k = y_{Rk} + jy_{Irk}. \tag{22}$$

Both the real and imaginary part of the $k$-th input signal $u_k$ are evaluated by two flexible and bi-dimensional functions. The output of each function is real-valued; we impose these two outputs to be the real and the imaginary part of the output of the complex activation function respectively. The data path is reported in Figure 8.

THE DE-MIXING ALGORITHM AND SEPARATION ARCHITECTURE

Efficient design of the de-mixing strategy requires the choice of a proper de-mixing model, a cost function able to measure the independence of the outputs and an effective optimization method. In this section a feed-forward neural network will be proposed and investigated as effective de-mixing model. Network parameters will be iteratively adapted (i.e. learned) on the basis of a measure of the output independence.

As said in the Introduction section several approaches to blind separation of sources exist, but in this chapter we focus the attention on a set of algorithms which are based on the INFOMAX principle introduced by Bell and Sejnowski (1995). This learning algorithm maximizes information transferred by the nonlinear network shown in Figure 9, assuming no knowledge on input vector distribution.

INFOMAX addresses the problem of maximizing the mutual information $I(y, x)$ (Cover & Tomas, 2006), between the input vector $x$ and an invertible nonlinear transform of it, $y$ obtained as

$$y = h(u) = h(Wx) \tag{23}$$

where $W$ is an $N \times N$ matrix and $h(u) = [h_1(u_1), \ldots, h_N(u_N)]^T$ is the nonlinear function vector (see the sixth chapter in Haykin, 2000). Because the mapping in eq. (23) is deterministic, maximizing $I(y, x)$ is the same that maximizing the joint entropy $H(y)$. In fact the following relation holds:
\[ I(y, x) = H(y) - H(y|x) \]  \hspace{1cm} (24)

In this way INFOMAX is equivalent to the entropy maximization.

The aim of INFOMAX algorithm is to adapt the entries of the matrix \( W \) maximizing the joint entropy \( H(y) \) in eq. (24). In order to derive the learning algorithm let we pose \( p_x(x) \) and \( p_y(y) \) the probability density functions (pdf) of the network input and output respectively which have to satisfy the relation (Papoulis, 1991):

\[ p_y(y) = \frac{p_x(x)}{|\det J|} \]  \hspace{1cm} (25)

where \(|\cdot|\) denotes the absolute value and \( J \) the Jacobian matrix of the transformation: \( J = \left[ \frac{\partial y_j}{\partial x_i} \right] \).

Since the joint entropy of network output is defined as \( H(y) = -E \{ \ln p_y(y) \} \) (Cover & Tomas, 2006), where \( E \{ \cdot \} \) is the expected value operator, substituting into it the eq. (25) we obtain:

\[ H(y) = E \{ \ln |\det J| \} + H(x). \]  \hspace{1cm} (26)

Now we can note that \( \frac{\partial y_j}{\partial x_j} = \frac{\partial y_j}{\partial u_i} \frac{\partial u_i}{\partial x_j} = h'_j(u_i) w_{ij} \), so we obtain...
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Figure 8. Bi-dimensional spline data path of a complex activation function (AF)

\[ \ln |\det \mathbf{J}| = \ln |\det \mathbf{W}| + \sum_{j=1}^{N} \ln |h_j|, \]  
\[ (27) \]

Hence, the expression of the joint entropy \( H(\mathbf{y}) \) (ignoring the expected value operator \( E \{ \cdot \} \), replacing by instantaneous values) is:

\[ H(\mathbf{y}) = H(\mathbf{x}) + \ln |\det \mathbf{W}| + \sum_{j=1}^{N} \ln |h_j|, \]
\[ (28) \]

The maximization (or minimization) of a generic cost function \( \mathcal{L} \{ \Phi \} \) with respect a parameter \( \Phi \) can be obtained by the application of the stochastic gradient method at \((l+1)\)-th iteration.
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\[ \Phi (l + 1) = \Phi (l) + \eta_e \frac{\partial L}{\partial \Phi} \{ \Phi (l) \} = \Phi (l) + \eta_e \Delta \Phi (l) \]  \hspace{1cm} (29)

where \( \eta_e \) is the learning rate.

Remembering that \( H(x) \) is not affected by the parameters that we are learning, it is possible to write the learning rule for \( W \) using the stochastic gradient method in eq. (29) as follows:

\[ \Delta W = \frac{\partial H(y)}{\partial W} = W^{-T} + \Psi x^T \]  \hspace{1cm} (30)

where \( W^{-T} = (W^{-1})^T \), \( \Psi = [\Psi_1, \ldots, \Psi_N]^T \) and \( \Psi_k = \frac{h_k^u(u_i)}{h_k'(u_k)} \).

Moreover we can introduce the mutual information of the linear outputs \( u \) as the Kullback-Leibler distance (Cover & Tomas, 2006) of the output distribution \( I(u) = E \{ \ln \left( \frac{p_n(u)}{\prod_{i=1}^{N} p_i(u_i)} \right) \} \), where \( p_n(u) \) is the joint pdf of the output vector \( u \) and \( p_i(u_i) \) are the marginal pdfs. Using this relation and the eq. (27) in the definition of entropy, after some easy passes, we obtain:

\[ H(y) = - I(u) + E \left\{ \sum_{i=1}^{N} \ln \frac{\int h_i'}{p_n(u_i)} \right\} . \]  \hspace{1cm} (31)

Thus if \( h_i' = p_n(u_i) \) (\( \forall i \)) then maximizing the joint entropy \( H(y) \) can solve the ICA problem. In this way \( h_i(u_i) \) should be the cumulative density function (cdf) of the \( i \)-th estimated source. The use of an adaptive AF can successfully fulfills the matching of \( h_i(u_i) \) to the cdf of the \( i \)-th source.

From eq. (31) the INFOMAX algorithm can be performed by two equivalent approach: maximizing the joint entropy of the network output (ME approach) or minimizing the mutual information (MMI approach) (Yang & Amari, 1997; Theis, Bauer & Lang, 2002).

Our approach performs separation by maximization of the joint entropy of the network outputs \( y \), extending the conventional real-domain INFOMAX algorithm to the complex domain (Calhoun & Adali, 2002a). The choice of the ME approach is supported by the fact that the joint entropy is an intuitively meaningful contrast function (an objective function for source separation, which measures the statistical independence), it usually allows simple learning rules and it is closely related to several other approaches (Lee, Girolami, Bell & Sejnowsky, 2000).

The Case of Linear Environment

The architecture used to realize the model \( W \) in eq. (7) is represented in Figure 10a.

Let we consider first the case of using the splitting activation function in eq. (11) realized through the mono-dimensional spline activation function in eq. (21), assuming

\[ y = h(u) = h_R(u_R) + jh_I(u_I) \]

\[ y_k = y_{R_k} + jy_k = h_{R_k}(u_{R_k}) + jh_{I_k}(u_{I_k}) \]  \hspace{1cm} (32)

where \( h \) is the activation function vector and \( y_k \) is the \( k \)-th element in \( y \), the expression of the complex output vector \( y \) can be rewritten (see eqs. (14) and (15)) by using only real terms:
In this way $\tilde{y}$ is a real vector of $2N$ elements. Considering a de-mixing model with parameters $\Phi = \{w_{ij}, \Phi_k \forall i,j \}$, where $w_{ij}$ are the entries in matrix $W$ and $\Phi_k = \{Q_k^r, Q_k^i\}$ are the spline control points for the real and imaginary part of the AF, the cost function to be maximized is the joint entropy of the signals after the activation functions, similarly to the eq. (26):

$$L\{y[n], \Phi\} = H(\tilde{y}) = -E\left\{\ln(p_y(\tilde{y}))\right\} = H(\tilde{x}) + E\left\{\ln(J)\right\}.$$  

(34)

In eq. (34) the output pdf $p_y(\tilde{y})$ can be expressed using eq. (25) as a function of the model’s parameters and of $H(\tilde{x})$ which does not depend on the model’s parameter. In this case the Jacobian of the transformation between $\tilde{x}$ and $\tilde{y}$ can be expressed as follows:

$$\det(J) = \prod_{k=1}^{N} \tilde{y_k} \det(W)$$

(35)

In eq. (35) $\tilde{y_k}$ is the derivative of the $k$-th elements of $\tilde{y}$.

Having explored the mixing model, the associated cost function and the recovering network, the next step is to derive the learning rules. Substituting eq. (35) in eq. (34) we obtain the cost function whose derivation with respect the elements of $\Phi$ leads to

$$\frac{\partial}{\partial \Phi} L\{y, \Phi\} = \frac{\partial}{\partial \Phi} \left[ \ln(\det(W)) + \sum_{k=1}^{N} \ln(\tilde{y_k}) + \sum_{k=1}^{N} \ln(\tilde{y_k}) \right]$$

(36)

where $\tilde{y_k}$ and $\tilde{y_k}$ denote the derivative of the $k$-th real and imaginary parts of the network output $y$. In eq. (36) expected values have been replaced by instantaneous values.

Maximization of eq. (36) by the stochastic gradient method in eq. (29) yields three learning rules (see Uncini and Piazza (2003) for major details). The learning rule for the network’s weights is:

$$\Delta W = \Delta W_k + j\Delta W_i = W^{\leftarrow H^H} + \Psi x^H$$

(37)
where $H$ is the Hermitian operator,

$$W^{-H} = (W^{-1})^H, \Psi = \Psi_R + j\Psi_I, \Psi_R = [\Psi_{R1}, \ldots, \Psi_{RN}]^T, \Psi_I = [\Psi_{I1}, \ldots, \Psi_{IN}]^T, \Psi_Rk = \frac{\hat{y}_{Rk}}{y_{Rk}}, \Psi_{Ik} = \frac{\hat{y}_{Ik}}{y_{Ik}}.$$ 

$\hat{y}_{Rk}$ is the derivative of the $k$-th real part element of $y$ while $\hat{y}_{Ik}$ is the second order derivative and similarly for the imaginary counterpart $\hat{y}_{Ik}$ and $\hat{y}_{Rk}$. Using the matrix notation in eq. (17) the terms $\Psi_{Rk}$ and $\Psi_{Ik}$ can be expressed as follows:

$$\Psi_{Rk} = \frac{1}{\Delta u_R} \frac{T_{\psi R}MQ_{Rk}^k}{T_{\psi R}MQ_{Rk}^k_{Rk}},$$

$$\Psi_{Ik} = \frac{1}{\Delta u_I} \frac{T_{\psi I}MQ_{Ik}^k}{T_{\psi I}MQ_{Ik}^k_{Ik}}$$

(38)

where $T_{\psi R} = \begin{bmatrix} 3\nu_R^2 & 2\nu_R & 1 \end{bmatrix}$, $T_{\psi I} = \begin{bmatrix} 6\nu_R & 2 & 0 \end{bmatrix}$ and similar for the imaginary counterpart $T_{\psi I}$ and $T_{\psi R}$.

The learning rules for the spline activation functions are:

$$\Delta Q_{R,k,j+m} = \frac{\frac{T_{\psi R} (u_{Rk}) (M)_m}{T_{\psi R} (u_{Rk}) MQ_{R,k,j+m}}}{\Delta u_R},$$

$$\Delta Q_{I,k,j+m} = \frac{\frac{T_{\psi I} (u_{Ik}) (M)_m}{T_{\psi I} (u_{Ik}) MQ_{I,k,j+m}}}{\Delta u_I}$$

(39)

where $(M)_m$ is the $m$-th column of the $M$ matrix.

We can generalize this algorithm using the generalized splitting function in eq. (12) realizing the complex AFs with the bi-dimensional spline function in eq. (22) (Scarpiniti et al., 2007, 2008) shown in Figure 10b. In this case the algorithm is formally very similar to the previous case: the learning rule for the matrix weights $w_{ij}$ is formally identical to eq. (37), but the generic $k$-th terms $\Psi_{Rk}$ and $\Psi_{Ik}$ of the vector $\Psi$ contain the partial and cross derivatives of network outputs $y_{Rk}$ and $y_{Ik}$ (outputs of bi-dimensional functions) with respect the two variables $u_{Rk}$ and $u_{Ik}$.

The learning rule for the real activation function becomes

$$\Delta Q_{R,k,i,j+m,R,j+m} = 2 \left( \frac{\left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]} \right) \cdot (T_{vi} \cdot M \cdot Q_{(i,j)}_{[2,R]}^T)}{\left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]} \right) + \left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]}^T)\right)} + \frac{\left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]} \right) \cdot (T_{vi} \cdot M \cdot Q_{(i,j)}_{[2,R]}^T)}{\left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]} \right) + \left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]}^T)\right)} + \frac{\left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]} \right) \cdot (T_{vi} \cdot M \cdot Q_{(i,j)}_{[2,R]}^T)}{\left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]} \right) + \left( T_{vi} \cdot (T_{vR} \cdot M \cdot Q_{(i,j)}_{[2,R]}^T)\right)} \right)$$

(40)

where $M_{ik}$ is a matrix in which all the elements are zero, except the $k$-th column, which is equal to the $k$-th column of $M$. A similar equation can be resulted for the imaginary surface $\Delta Q_{I,k,i,j+m,R,j+m}$. For a complete derivation of the learning rules see (Scarpiniti et al., 2008).
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The Case of Nonlinear Environment

The architecture used to realize the model $\mathbf{G} \{ \mathbf{W}, \} \text{ in eq. } (9)$ is shown in Figure 11.

In the same way as the case of linear environment the de-mixing algorithm is based on an extension of the INFOMAX algorithm (Bell & Sejnowski, 1995), performing the ME approach.

The network output $y$ is similar to eq. (32). The network parameters are $\Phi = \{ \mathbf{w}_{ij}, \Phi_x, \Phi_{G} \} \forall i, j$, where $w_{ij}$ are the entries in matrix $\mathbf{W}$, $\Phi_x = \{ \Phi_{G}^R, \Phi_{G}^I \}$ are the spline control points for the real and imaginary part of the AF and $\Phi_{G} = \{ \Phi_{G}^R, \Phi_{G}^I \}$ are the spline control points for the real and imaginary part of the nonlinear compensating functions $\mathbf{G} (\cdot)$. So using eq. (33) the cost function $\mathcal{L} \{ \mathbf{n}, \Phi \}$ to be maximized is the joint entropy in eq. (34).

In this case the Jacobian of the transformation between $\mathbf{x}$ and $\mathbf{y}$ can be expressed as follows:

$$\det (\mathbf{J}) = \prod_{k=1}^{N} \hat{y}_k \hat{r}_k \det (\mathbf{W}).$$

In eq. (41) $\hat{y}_k$ and $\hat{r}_k$ are the derivative of the $k$-th element of $\tilde{y}$ and $\tilde{r}$ respectively.

Inserting eq. (41) in the derivation of the cost function eq. (34) with respect to the elements of parameters $\Phi$ we obtain

$$\frac{\partial}{\partial \Phi} \mathcal{L} \{ \mathbf{y}, \Phi \} = \frac{\partial}{\partial \Phi} \left[ \ln (\det (\mathbf{W})) + \sum_{k=1}^{N} \ln \hat{y}_k + \sum_{k=1}^{N} \ln \hat{r}_k + \sum_{k=1}^{N} \ln \hat{n}_k \right].$$

In eq. (42) expected values have been replaced by instantaneous values.

Maximization of eq. (42) by the stochastic gradient method eq. (29) yields to five learning rules (see Vigliano et al. (2008) for major details). The learning rule for the network’s weights is:

$$\Delta \mathbf{W} = \Delta \mathbf{W}_R + j \Delta \mathbf{W}_I = \mathbf{W}^* \mathbf{r} + \mathbf{Psi} \mathbf{r}^*$$

Figure 10. De-mixing model in linear environment. The activation functions are realized with splitting functions a) and generalized splitting functions b)
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that is formally identical to eq. (37) and \( \Phi \) is defined analogously. The learning rules for the spline activation functions are:

\[
\Delta Q_{k,i,m}^R = \frac{\hat{T}_y(u_R)(M)_m}{\hat{T}_y(u_R)MQ_{k,i,m}^R},
\]

\[
\Delta Q_{k,i,m}^I = \frac{\hat{T}_x(u_i)(M)_m}{\hat{T}_x(u_i)MQ_{k,i,m}^I}.
\]

\[\text{(44)}\]

where \((M)_m\) is a vector composed by the \( m \)-th column of the matrix \( M \). The learning rules for the spline compensating functions are:

\[
\Delta Q_{k,i,m}^G = \frac{\hat{T}_y(u_R)(M)_m}{\hat{T}_y(u_R)MQ_{k,i,m}^G} + \text{Re} \left\{ \Psi(W^H) \right\} \frac{1}{2} \hat{T}_y(u_R)(M)_m,
\]

\[
\Delta Q_{k,i,m}^G = \frac{\hat{T}_x(u_i)(M)_m}{\hat{T}_x(u_i)MQ_{k,i,m}^G} + \text{Im} \left\{ \Psi(W^H) \right\} \frac{1}{2} \hat{T}_x(u_i)(M)_m.
\]

\[\text{(45)}\]

where \((W)_k\) is a vector composed by the \( k \)-th column of the matrix \( W \), \( \text{Re} \{ \} \) and \( \text{Im} \{ \} \) are the operators that return the real and imaginary parts of their inputs, respectively. For a complete derivation of the learning rules see Vigliano et al. (2008).

An alternative algorithm can be obtained using the MMI approach deducing similar learning rules. This approach is presented in Vigliano, Scarpiniti, Parisi and Uncini (2006b).

Other Approaches

Before showing experimental results we want to summarize briefly other approaches to the problem of BSS in complex domain. The aim of this section is not to describe each approach (see references for this scope) but only to have an overview of the most meaningful results showing the progress of the research in this field. The existent approaches perform separation only in linear and instantaneous environment.

In 2000 a complex-valued version of the well-known Fast ICA algorithm was proposed (Bingham & Hyvärinen, 2000). This algorithm is based on a non-Gaussianity maximization derived from the Negentropy (Cover & Tomas, 2006) but it works well only for circular sources.

Recently in Li and Adali (2006) a class of complex-valued ICA algorithms by maximizing the kurtosis cost function is derived.

Moreover Cardoso and Adali (2006) proposed an approach based on the maximization of the log-likelihood function extended in Li and Adali (2008). This approach is strongly linked with the INFOMAX principle (Lee et al., 2000). A maximum likelihood (ML) solution to BSS problem was first derived in Pham et al. (1992).

Lately Novey and Adali (2008) solved the limit on circularity in the complex Fast ICA algorithm using complex analytic functions by introducing the complex maximization of non-Gaussianity (CMN) algorithm. The authors also showed the connection among ICA methods through maximization of non-Gaussianity, mutual information and maximum likelihood (ML) for the complex case.

RESULTS

This section collects some experimental results in order to demonstrate the effectiveness of our complex domain approach both in linear and nonlinear environment.

There are no standardized method to realize performance analysis but there exist several indexes and algorithms less or more diffused in literature; the best choice is to select the index adequate to the problem and to the mixing/de-mixing environment.
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In order to compare performances we adopt the index introduced in Schobben, Torkkola and Smaragdis (1999), which evaluates the presence of the desired signal for each channel. In this way the quality of separation of the \( k \)-th separated output can be defined by the Signal to Interference Ratio (SIR) as

\[
SIR(k) = 10 \log \left( \frac{E\left( \left\| h_k(u_k[n]) \right\|^2 \right)}{E\left( \sum_{i \neq k} \left\| h_i(u_i[n]) \right\|^2 \right)} \right).
\]

In eq. (46), \( u_{ij} \) is the \( j \)-th output signal when only the \( k \)-th input signal is present, while \( \sigma(k) \) is the output channel corresponding to the \( k \)-th input. This index is able to provide the evaluation of separation results without considering the particular mixing/de-mixing structure but only the original sources and the recovered signals. This is a very attractive characteristic which leads this index to be used to compare the performance of separation also in case of different mixing/de-mixing models.

Another way to evaluate the performance of an algorithm in linear case only is to analyze the matrix product \( WA \) which has to be close to the product of a diagonal matrix and a permutation matrix. Thus according to the desired solution to BSS problem, only one element in each row and column can be substantially a non zero element. Let us assume \( q_{ij} \) the generic element of the matrix \( Q = WA \), we can define the following performance index (Amari et al., 1996)

\[
S = \sum_{i=1}^{N} \left( \frac{\sum_{k=1}^{N} |q_{ik}|^2}{\max_p \left| q_{ip} \right|} - 1 \right) + \sum_{k=1}^{N} \left( \frac{\sum_{i=1}^{N} |q_{ik}|^2}{\max_p \left| q_{ik} \right|} - 1 \right)
\]

Figure 11. De-mixing model in nonlinear environment
The index in eq. (47) is a non-negative number and it is equal to zero only for perfect separation.

Performance Test in Linear Mixing Environment

The subsection is dedicated to the evaluation of algorithm proposed to solve the BSS problem in linear environment. The free parameters of algorithm are the following ones: the number \(N_h\) of spline control points used in eq. (19), the learning rate \(\eta_w\) involved in the adaptation of the entries in the de-mixing matrix, the learning rate \(\eta_w\) involved in the adaptation of the spline control points and the number of runs (or epochs) of the algorithm \(n_e\).

In the first experiment we adopt the algorithm with the bi-dimensional AF in eq. (22), using the following four complex sources: \(s_1\) is a 8-PSK (Phase Shift Keying) modulation, \(s_2\) is a 16-QAM (Quadrature Amplitude Modulation) modulation, \(s_3\) is a 4-QAM modulation and \(s_4\) is a uniform random noise (Proakis, 1995).

The mixing environment (eq. (6)) is:

\[
\begin{bmatrix}
1.5 - j0.5 & -0.4 + j0.6 & 0.5 + j0.1 & 0.1 \\
0.5 + j & 0.4 + j0.2 & -0.1 + j0.3 & 0.2 + j0.5 \\
0.2 - j0.4 & -0.6 + j & 1.3 + j0.6 & 0.4 + j \\
0.2 + j & -0.7 + j0.1 & -0.1 - j0.1 & 0.8 - j0.7 \\
\end{bmatrix}
\]

while the free parameters are summarized in Table 1.

In Figure 12 we present the joint pdf of the original signals (the first row), of the mixtures (the second row) and of the separated signals (the third row). In Figure 13 we report the performance of the algorithm. Comparing the two performance graphics we can note that the algorithm converge in about 50 epochs and the SIR index for the separated signals is between 26 dB and 37 dB. We can compare this result with respect the same test done with a fully-complex \(tanh(z)\) AF as described in Adali et al. (2004) (see Figure 14); in this case the training was stopped after 1000 epochs. We do not report the scatter plot of signals because these are very similar to the first ones. We can note that in the case of the fully-complex \(tanh(z)\) AF the convergence is slower (about 200 epochs), while the performance is between 25 dB and 39 dB.

While the quality of separation is very similar, the flexible approach is faster.

In the second experiment we adopt the algorithm with the bi-dimensional AF in eq. (22) using the following three complex sources: \(s_1\) is a 8-PSK modulation, \(s_2\) is a 4-QAM modulation and \(s_3\) is a uniform random noise. Then we modified these signals in order to correlate the real and imaginary part. The correlation between the real and imaginary part is obtained by varying the length \(M\) of a moving average FIR filter (FIRMA). In this way each sample of the imaginary part of the \(k\)-th signal \(s_{ik}\) is obtained as the mean over \(M\) past samples of its real part \(s_{ik}\):

\[
s_{ik}(n) = \frac{1}{M} \sum_{p=0}^{M-1} s_{ik}(n-p)
\]

(48)

The mixing environment (eq. (6)) is:

\[
\begin{bmatrix}
1.5 - j0.5 & -0.4 + j0.6 & 0.5 + j0.1 \\
0.5 + j & 0.4 + j0.2 & -0.1 + j0.3 \\
0.2 - j0.4 & -0.6 + j & 1.3 + j0.6 \\
\end{bmatrix}
\]

while the free parameters are summarized in Table 2.

In Figure 15 we report the performance index in eq. (47) of the algorithm versus the \(M\) parameter in eq. (48) comparing this result with respect the same test done with the algorithm described in Adali et al. (2004) using the \(tanh(z)\) AF; in this case the training was stopped after 1000 epochs.
Comparing the two performance graphics we can note that the convergence is more accurate and stable even if the parameter $M$ is varied.

A third test is performed adopting the three signals involved in the previous example but varying the number $N_h$ of spline control points in the following set of values: $\{13, 16, 21, 31, 61\}$. The other parameters are the same that in Table 2.

Figure 16 shows the separation index in eq. (47) for the five different values of $N_h$. The index profile shows that $N_h = 21$ points the best choice. If the number of control points is large the quality of separation is bad while if it is too small the index has an oscillatory behaviour.

### Performance Test in PNL Mixing Environment

This subsection is dedicated to the evaluation of the algorithm proposed to solve the BSS problem in nonlinear environment. The free parameters of algorithm are the following ones: the number $N_h$ and $N_g$ of spline control points used for the complex activation functions and the nonlinear compensating functions, the learning rate $\eta_w$ involved in the adaptation of the entries in the de-mixing matrix, the learning rate $\eta_h$ involved in the adaptation of the activation functions, the learning rate $\eta_g$ involved in the adaptation of the nonlinear compensating functions and the number of runs (or epochs) of the algorithm $n_R$.

For the first test we adopt the algorithm with the mono-dimensional AF in eq. (20) using a 4-QAM signal, a uniform random signal and a PSK signal.

The mixing environment (eq. (8)) is:

$$
A = \begin{bmatrix}
0.90 - j0.30 & -0.24 + j0.36 & 0.30 + j0.06 \\
0.30 + j0.60 & 0.24 + j0.12 & -0.06 + j0.18 \\
0.12 - j0.24 & -0.36 + j0.60 & 0.78 + j0.36
\end{bmatrix}
$$

Table 1. Free parameters in test 1

<table>
<thead>
<tr>
<th>$N_h$</th>
<th>$\eta_w$</th>
<th>$\eta_h$</th>
<th>$n_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>$2.3 \times 10^{-3}$</td>
<td>$5 \times 10^{-4}$</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 12. Scatter plot of original signals (first row), mixtures (second row) and separated signals (third row)
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Figure 13. Performance indexes for the first experiment

Figure 14. Performance indexes in the case of $\tanh(z)$ activation function
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Figure 14. continued

Table 2. Free parameters in test 2

<table>
<thead>
<tr>
<th>$N_h$</th>
<th>$\eta_w$</th>
<th>$\eta_h$</th>
<th>$n_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>$2 \times 10^{-1}$</td>
<td>$5 \times 10^{-4}$</td>
<td>100</td>
</tr>
</tbody>
</table>

\[
F[v] = \begin{bmatrix}
    f_1[v_1] = (v_{r1} + 0.7v_{i1}) + j(v_{i1} + 0.7v_{r1}) \\
    f_2[v_2] = (v_{r2} + 0.7 \tanh(3v_{r2}^{3})) + j(v_{i2} + 0.7 \tanh(3v_{i2}^{3})) \\
    f_3[v_3] = (v_{r3} + 0.7v_{i3}) + j(v_{i3} + 0.7 \tanh(3v_{i3}^{3}))
\end{bmatrix}
\]

while the free parameters are summarized in Table 3.

The effectiveness of the separation is evidenced in Figure 17 that shows the joint pdf of the original sources (first row), of the nonlinear mixture (second row) and finally of the separated signals (third row).

Figure 18 shows that after about 200 epochs the training became stable and more accurate. So the profiles of the separation index $SIR(k)$ for each channel assures the effectiveness of the learning.

A second test is done with 16-QAM signal, a 8-PSK signal and an artificial Bernoulli’s lemniscate signal. The choice of this particular and strange signal is due to the fact that we are interested in test our algorithm in signal with a real and imaginary part strongly correlated.

The mixing environment (eq. (8)) and the free parameters are the same values of the previous test, see Table 3.

The effectiveness of the separation is evidenced in Figure 19 that shows the joint pdf of the original sources (first row), of the nonlinear mixture (second row) and finally of the separated signals (third row).

Figure 20 shows that after about 200 epochs the training became stable and more accurate. So the profiles of the separation index $SIR(k)$ for each channel assures the effectiveness of the learning.

Last experimental test collects the results of comparison between the algorithm here introduced for PNL mixtures (named Flexible Complex Post Non-Liner ICA or FC-PNLICA) and another algorithm. Unfortunately in literature there is not any algorithm working on PNL mixtures in the complex case. In this sense we can compare the results only with an algorithm working on linear mixtures. The algorithm chosen for the comparison is that described in a previous section and proposed by Adali et al. (2004) that uses the ETFs (here named Complex Linear ICA or C-LICA). The comparison has been performed both in linear mixing environment and in the nonlinear one. Here, the Separation Index has been evaluated for both algorithms modifying the shape of the nonlinear distorting functions. Just to simplify the exposition of the results, parametric non linear function have been used for this test:
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Figure 15. Performance index vs. the length $M$ of the MA filter: the flexible generalized splitting activation function (top) and a $\tanh(z)$ activation function (bottom)

Figure 16. Performance index vs. the number of spline control points
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\[
F[v, \alpha, \beta, \gamma] = \\
\begin{bmatrix}
    f_1[v_1, \alpha] &= \left( v_{r1} + \alpha v_{i1}^3 \right) + j \left( v_{i1} + \alpha v_{r1}^3 \right) \\
    f_2[v_2, \beta] &= \left( v_{r2} + \beta \tanh (3v_{i2}^3) \right) + j \left( v_{i2} + \beta \tanh (3v_{r2}^3) \right) \\
    f_3[v_3, \gamma] &= \left( v_{r3} + \gamma v_{i3}^3 \right) + j \left( v_{i3} + \gamma \tanh (3v_{r3}^3) \right)
\end{bmatrix}
\]

(49)

The following table collects the Separation Index in eq. (46) after 600 epochs with the same learning rate of test 1 but random starting conditions with different value of \([\alpha, \beta, \gamma]\) in eq. (49) such that \([\alpha, \beta, \gamma] = \{0, 0, 0\} \cup \{0.4, 0.4, 0.4\} \cup \{0.7, 0.7, 0.7\} \cup \{1, 1, 1\}\).

Table 3. Free parameters in test 1

<table>
<thead>
<tr>
<th>(N_h)</th>
<th>(N_G)</th>
<th>(\eta_w)</th>
<th>(\eta_h)</th>
<th>(\eta_W)</th>
<th>(\eta_R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>31</td>
<td>5 \times 10^{-5}</td>
<td>5 \times 10^{-6}</td>
<td>5 \times 10^{-6}</td>
<td>400</td>
</tr>
</tbody>
</table>

Figure 17. Scatter plot of original sources (first row), mixtures (second row) and separated sources (third row)

Figure 18. Separation index during training for the first experiment in PNL mixing environment
Figure 19. Scatter plot of original sources (first row), mixtures (second row) and separated sources (third row)

Figure 20. Separation index during training for the second experiment in PNL mixing environment

Table 4. Comparison of SIR values for two algorithms

<table>
<thead>
<tr>
<th>SIR(k)</th>
<th>$\alpha = \beta = \gamma = 0$</th>
<th>$\alpha = \beta = \gamma = 0.4$</th>
<th>$\alpha = \beta = \gamma = 0.7$</th>
<th>$\alpha = \beta = \gamma = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC-PNLICA</td>
<td>[77.70, 49.84, 101.10]</td>
<td>[20.14, 40.15, 26.70]</td>
<td>[30.94, 14.53, 8.94]</td>
<td>[26.65, 12.09, 6.59]</td>
</tr>
<tr>
<td>C-LICA</td>
<td>[80.16, 39.84, 120.38]</td>
<td>[6.02, 24.55, 36.91]</td>
<td>[25.02, 1.4, -7.72]</td>
<td>[-6.37, -6.58, -9.52]</td>
</tr>
</tbody>
</table>

The results collected in Table 4 show how the separation performance of the algorithm FC-PNLICA and the C-LICA are comparable if the parameter of non-linear distortion are $\alpha = \beta = \gamma \leq 0.4$. With higher level of distortion the C-LICA is no more able to reach the separation but the FC-PNLICA is able to guarantee still good results.
CONCLUSION

Considering the evolution of ICA algorithms in solving BSS problems it is important to underline that, although several studies exist in the real domain, in the case of the complex domain the state of art is not so advanced. This chapter collects a first trial to enhance the state of art of mixing environment for which ICA algorithms can provide a solution.

In this chapter a novel complex model of mixing environment has been introduced and described even in linear that in nonlinear mixing model. The BSS problem in this new environment is solved by exploiting an ICA-based algorithm. The proposed approach extends the well-known INFOMAX algorithm to the complex domain and is based on the use of flexible spline networks to perform local on-line estimation of the activation functions and nonlinear compensating functions.

Quality of the separation has been evaluated in terms of separation index in a number of experimental tests.

FUTURE RESEARCH DIRECTION

This is an initial work on efficient and flexible neural architectures for Blind Signal Separation in complex environment. Necessary extensions of the research in BSS to complex domain environments via ICA approach must be addressed to improvements of the mixing models. A first necessary extension is the employment of the generalized splitting function in the nonlinear case, even if the learning rules could seem to be very hard. Secondly it could be interesting to extend the flexible methods to other approaches, i.e. the complex maximization of non-Gaussianity (CMN) algorithm.

Another fundamental extension is an approach based on a complex and convolutive environment in order to better model real world application, as telecommunication applications.
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**ADDITIONAL READING**


**ENDNOTES**

1 A function $h(z)$ is said analytic in $z_0$ if its derivative exists throughout some neighbourhoods of $z_0$. If $h$ is analytic in all points $z \in \mathbb{C}$, it is called entire.
A singularity is a point in which a function is not analytic and thus not differentiable: if \( \lim_{z \to z_0} h(z) \to \infty \) but the function is analytic in a deleted neighbourhood of \( z_0 \) (that is a pole), the singularity is said to be isolated; if \( \lim_{z \to z_0} h(z) \) exists it is isolated but removable; if none of these cases are met, the function has an isolated essential singularity.

Flexible ICA defines an ICA algorithm having flexible activation functions which are able to match adaptively the cumulative density function (cdf) of the original signals.
APPENDIX

We report the proof of proposition 1.

Sufficient condition: existence of the solution.
Given the channel model in eq. (8), it is easy to verify that if $s[n]$ is a statistically independent complex random vector, under the given assumptions, $u[n]$ will be statistically independent too because the channel does not produce any mixing. Given the mixing model $F\{A, F\}$, assumptions a), b), and c) guarantee that there exists a matrix $W$ and $N$ functions $g_i(\cdot)$ such that:

$$G(F(As[n])) = As[n],$$

$$WA_s[n] = PAS[n].$$

Based on eq., the input-output transformation can be written as $WG(F(As[n])) = PA_s[n]$.

Necessary condition: uniqueness of the solution.
This condition proves that if $u[n]$ is a statistically independent random vector, the channel model must be eq. (8).

The complex transformation which maps $s[n]$ into $u[n]$ is:

$$u[n] = WG(F(As[n])) =$$

$$= W \left[ g_{R1} \left( f_{R1} \left( \sum_{i=1}^{N} a_i s_i[n] \right) \right) + jg_{I1} \left( f_{I1} \left( \sum_{i=1}^{N} a_i s_i[n] \right) \right) \right]$$

$$= W \left[ \vdots \right]$$

$$= g_{RN} \left( f_{RN} \left( \sum_{i=1}^{N} a_i s_i[n] \right) \right) + jg_{IN} \left( f_{IN} \left( \sum_{i=1}^{N} a_i s_i[n] \right) \right)$$

(51)

It is possible to rewrite the complex map in eq. in a real form as follows:

$$\tilde{u} = \left[ u_R[n] \right] = \left[ W_R -W_I \right] \left[ G_R(x_R[n]) \right] = \tilde{W} x_R,$$

$$\left[ x_R[n] \right] = \left[ \begin{array}{c} F_R(v_R[n]) \\ \vdots \\ F_I(v_I[n]) \end{array} \right],$$

$$\tilde{v} = \left[ v_R[n] \right] = \left[ A R -A_I \right] \left[ s_R[n] \right] = \tilde{A} s$$

(52)

in which $\tilde{A} = \left[ A_R -A_I \right]$ and $\tilde{W} = \left[ W_R -W_I \right]$ are $2N \times 2N$ matrices. It is important to underline that in eq. there are only real elements. For assumption (a) matrix $A$ is non-singular, then due to its structure it is evident that $\tilde{A}$ has to be non-singular too.

The pdf of $s$ can be written as a function of the pdf of $\tilde{u}$:
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\[
p_s(\mathbf{s}) = \prod_{i=1}^{N} p_{s_{Ri}}(s_{Ri}) p_{s_{Ii}}(s_{Ii}) = \prod_{i=1}^{N} \left[ \sum_{j=1}^{N} w_{Rij} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{Rjm} s_{In} \right) \right] + \sum_{j=1}^{N} w_{Iij} g_{Ij} \left[ f_{Ij} \left( \sum_{m=1}^{N} a_{Ijm} s_{Rm} + \sum_{m=1}^{N} a_{Ijm} s_{Im} \right) \right] \right] p_{u_{Ri}}(u_{Ri}) p_{u_{Ii}}(u_{Ii}) \quad \forall \mathbf{s} \in \mathbb{R}^{2N}
\]

in which \( \mathbf{J} \) is the Jacobian matrix of the application which maps \( \mathbf{s} \) into \( \mathbf{u} \).

From assumption (d) \( \exists S \in \mathbb{C}^N \) such that \( p_s(S) \equiv 0 \). Then considering \( S[n] = [s_R[n], s_I[n]]^T \) in which \( s_R[n], s_I[n] \in \mathbb{R} \) the assumption (d) can be reformulated as follows: \( \exists S \in \mathbb{R}^{2N} \left| p_s(S) = 0. \right. \)

From eq. , for a non null Jacobian \( \mathbf{J} \), there exists some \( \mathbf{u}^0 = [u_{R1}^0, \ldots, u_{Rn}^0, u_{I1}^0, \ldots, u_{In}^0] \in \mathbb{R}^{2N} \) such that \( \prod_{j=1}^{N} p_{s_{Rj}}(u_{Rj}^0)p_{u_{Ij}}(u_{Ij}^0) = 0 \). Consequently there exists at least one integer \( i \) such that \( p_{s_{Rj}}(u_{Rj}) = 0 \) or \( p_{u_{Ij}}(u_{Ij}) = 0 \). This leads to the following equation:

\[
\tilde{u}_i^0 = \sum_{j=1}^{N} w_{Rij} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{Rjm} s_{In} \right) \right] + \sum_{j=1}^{N} w_{Iij} g_{Ij} \left[ f_{Ij} \left( \sum_{m=1}^{N} a_{Ijm} s_{Rm} + \sum_{m=1}^{N} a_{Ijm} s_{Im} \right) \right]
\]

in which \( \tilde{u}_i^0 \) is the \( i \)th element of the vector \( \mathbf{u}^0 \).

Solutions of eq. lie on \( \mathcal{H}_i(S) \) which is a hypersurface in \( \mathbb{R}^{2N} \). It is evident that \( \forall S \in \mathcal{H}_i(S) \Rightarrow p_s(S) = 0 \).

For a given \( i \), \( \mathcal{H}_i(S) \) is parallel to the hyperplane orthogonal to the axis \( \tilde{s}_i \) (considering as \( \tilde{s}_i \) the \( i \)-th element of the vector \( S \)).

Suppose that \( \mathcal{H}_i(S) \) is not parallel to any \( \tilde{s}_i = 0 \) plane. The projection of \( \mathcal{H}_i(S) \) onto \( \tilde{s}_i \) should be \( \mathbb{R} \):

\[
\forall \tilde{s}_i \in \mathbb{R} \exists \tilde{s}_i, \ldots, \tilde{s}_{i-1}, \tilde{s}_{i+1}, \ldots, \tilde{s}_N, \ldots, \tilde{s}_{2N} : S \in \mathcal{H}_i(S) \Rightarrow p_s(S) \equiv 0.
\]

This cannot be true since \( \int_S p_s(S) dS = 1 \). Without loss of generality, it can be noted that:

\[
\sum_{j=1}^{N} w_{Rij} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{Rjm} s_{In} \right) \right] + \sum_{j=1}^{N} w_{Iij} g_{Ij} \left[ f_{Ij} \left( \sum_{m=1}^{N} a_{Ijm} s_{Rm} + \sum_{m=1}^{N} a_{Ijm} s_{Im} \right) \right] = b_\sigma(i) \left( \tilde{s}_{\sigma(i)} \right) \quad i = 1, \ldots, N,
\]

\[
\sum_{j=1}^{N} w_{Rij} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{Rjm} s_{In} \right) \right] + \sum_{j=1}^{N} w_{Iij} g_{Ij} \left[ f_{Ij} \left( \sum_{m=1}^{N} a_{Ijm} s_{Rm} + \sum_{m=1}^{N} a_{Ijm} s_{Im} \right) \right] = b_\sigma(i) \left( \tilde{s}_{\sigma(i)} \right) \quad i = N + 1, \ldots, 2N
\]

(55)
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where \( h_{\sigma(i)}(\tilde{s}_{\sigma(i)}) \) is a generic function depending only on \( \tilde{s}_{\sigma(i)} \) (that is the source for the \( i \)-th output). Then without any loss of generality taking \( \sigma(i) = i \)

\[
\begin{align*}
\sum_{j=1}^{N} w_{Rj} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{jlm} s_{Im} \right) \right] + \\
- \sum_{j=1}^{N} w_{Rj} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{jlm} s_{Im} \right) \right] = b_{j} (\tilde{s}_{j}) & \quad i = 1 \ldots N, \\
\sum_{j=1}^{N} w_{Rj} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{jlm} s_{Im} \right) \right] + \\
+ \sum_{j=1}^{N} w_{Rj} g_{Rj} \left[ f_{Rj} \left( \sum_{m=1}^{N} a_{Rjm} s_{Rm} - \sum_{m=1}^{N} a_{jlm} s_{Im} \right) \right] = b_{j} (\tilde{s}_{j}) & \quad i = N + 1 \ldots 2N.
\end{align*}
\]

(56)

Derivation with respect to \( s \) yields

\[
\begin{bmatrix}
\hat{b}_1 (s_1) & 0 \\
0 & \hat{b}_{2N} (\tilde{s}_{2N})
\end{bmatrix}
= \tilde{W}
\begin{bmatrix}
\dot{g}_{R1} \left[ f_{R1} (v_R (\tilde{s})) \right] & 0 \\
0 & \dot{g}_{IN} \left[ (x_I (\tilde{s})) \right]
\end{bmatrix}
\begin{bmatrix}
\dot{f}_{R1} (v_R (\tilde{s})) & 0 \\
0 & \dot{f}_{IN} (v_I (\tilde{s}))
\end{bmatrix} \tilde{A}.
\]

(57)

Considering \( \tilde{s}_1 \) and \( \tilde{s}_2 \) as coordinates of the hypersurface \( \mathcal{H} (\tilde{s}) \), eq. can be evaluated in \( \tilde{s}_1 \) and in \( \tilde{s}_2 \) as follows:

\[
\begin{align*}
D (\tilde{s}_1) &= \tilde{W} A_G (\tilde{s}_1) A_F (\tilde{s}_1) \tilde{A} = D (\tilde{s}_1) \tilde{W} A_{GF} (\tilde{s}_1) \tilde{A}, \\
D (\tilde{s}_2) &= \tilde{W} A_G (\tilde{s}_2) A_F (\tilde{s}_2) \tilde{A} = D (\tilde{s}_2) \tilde{W} A_{GF} (\tilde{s}_2) \tilde{A}.
\end{align*}
\]

(58)

Then eliminating \( \tilde{W} \) from eq. (58):

\[
\tilde{A} \begin{bmatrix} D^{-1} (\tilde{s}_2) D (\tilde{s}_1) \end{bmatrix} = \Lambda_{GF}^{-1} (\tilde{s}_2) \Lambda_{GF} (\tilde{s}_1) \tilde{A}.
\]

(59)

As \( \tilde{A} = \begin{bmatrix} A_R & -A_I \\ A_I & A_R \end{bmatrix} \) is regular and non-singular, from eq. (59) for each pair of non zero elements of \( \tilde{A} \) it is possible to write:

\[
\begin{align*}
\tilde{a}_{ij} \left[ d_{ij} (\tilde{s}_2, \tilde{s}_1) - 1 \right] &\left[ \nu (\tilde{s}_2, \tilde{s}_1) \right] = 0 \quad \Rightarrow \nu (\tilde{s}_2, \tilde{s}_1) = 1_{hh} (\tilde{s}_2, \tilde{s}_1) \quad \forall \tilde{s}_2, \tilde{s}_1 \in \mathcal{H}
\end{align*}
\]

(60)
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in which \( \tilde{a}_{ij} \) for \( i, j = 1, \ldots, 2N \) is an element of \( \tilde{A} \). From eq. it follows:

\[
\begin{align*}
\frac{j^i}{\gamma} \left[ j^i \left( (\tilde{A})_{\alpha(u)} \tilde{s}_1 \right) \right] \frac{j^i}{\gamma} \left( (\tilde{A})_{\beta(u)} \tilde{s}_1 \right) = C \quad i = 1, \ldots, 2N \quad \forall \tilde{s}_1, \tilde{s}_1
\end{align*}
\]

(61)

where \( j^i \) is the \( i \)-th element of the vector \( \left[ F_R, F_I \right] \), \( j^i \left( (\tilde{A})_{\alpha(u)} \tilde{s}_1 \right) = \alpha_j^i \left( (\tilde{A})_{\alpha(u)} \tilde{s}_1 \right) \) and \( C \) is a constant. For the two linear forms in eq. (61) \( (\tilde{A})_{s_1} \), \( (\tilde{A})_{s_2} \) are independent as assumed in (a), it is possible to express the eq. (61) in the following way:

\[
\begin{align*}
\left[ j^i \left( \tilde{A} \right) \right] \left[ j^i \left( \tilde{A} \right) \right] = C \left[ j^i \left( \tilde{A} \right) \right] \left[ j^i \left( \tilde{A} \right) \right] \quad \forall \tilde{A} \quad \tilde{A} \tilde{s}_1
\end{align*}
\]

This can be true if and only if \( \gamma(\cdot) \) is the inverse of \( f_j(\cdot) \), up to a scaling factor.

From eq. , by previous results it follows:

\[
\tilde{U} [n] = \tilde{W} \left[ \tilde{\xi}_1 \right. \left. \cdots \tilde{\xi}_{2N} \right] \tilde{A} \tilde{s} [n]
\]

(62)

where \( \tilde{\xi}_1, \ldots, \tilde{\xi}_{2N} \) are scaling coefficients.

This method reduces the mixing/de-mixing nonlinear channel in eq. to the simpler linear model in eq. . By considering:

\[
\tilde{W}' = \tilde{W} \left[ \begin{array}{c} \tilde{\xi}_1 \\ \vdots \\ \tilde{\xi}_N \end{array} \right],
\]

\[
\tilde{U} [n] = \tilde{W} \left[ \begin{array}{c} \tilde{\xi}_1 \\ \vdots \\ \tilde{\xi}_{2N} \end{array} \right] \tilde{A} \tilde{s} [n]
\]

(63)

eq. can be transformed into \( \tilde{U} = \tilde{W}' \tilde{A} \tilde{s} \). For this formulation independent outputs can be obtained if and only if

\[
\tilde{W}' \tilde{A} = \tilde{P} \left[ \begin{array}{c} \tilde{\xi}_1 \\ \vdots \\ \tilde{\xi}_{2N} \end{array} \right]
\]

(64)

where \( \tilde{P} \) is a \( 2N \times 2N \) permutation matrix.

Considering the structure of \( \tilde{A} = \left[ A_R, -A_I \right] \) and \( \tilde{W}' = \left[ W_R D_1, -W_R D_1 \right] \) in which \( D_1 = \left[ \begin{array}{c} \tilde{\xi}_1 \ 0 \end{array} \right] \) and \( D_2 = \left[ \begin{array}{c} \tilde{\xi}_{N+1} \ 0 \ \tilde{\xi}_{2N} \end{array} \right] \) are \( N \times N \) matrices, it is possible to rewrite eq. in the following way:
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\[
\begin{bmatrix}
W_r D_1 & -W_r D_1 \\
W_i D_2 & W_i D_2 \\
A_R & -A_I \\
A_I & A_R \\
\end{bmatrix}
= 
\begin{bmatrix}
P_R & -P_I \\
P_I & P_R \\
\end{bmatrix}
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_N \\
\end{bmatrix}
\]

in which the permutation matrix \( \hat{P} \) has four blocks, \( P_R \) and \( P_I \) are themselves permutation matrix of dimension \( N \times N \). For the independence of output signals the generic element \( p_{ij} \) of the matrix \( \hat{P} \) is such that

\[
\begin{cases}
p_{i,j} \neq 0 \Leftrightarrow p_{i+N,j+N} \neq 0 \\
p_{i,j+N} \neq 0 \Leftrightarrow p_{i+N,j} \neq 0 \\
i, j \in 1, \ldots, N .
\end{cases}
\]